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Model-based solution is one of the main development modes of reinforcement learning. 

What is this Talk about

In Imitation Learning, it suffers one serious issue

➢ Without reward supervision, it is difficult to determine what action an agent should take when 

outside the state distribution of the expert demonstrations. 

Contribution of this work

We present the reverse model-based augmentation for offline imitation learning, revealing it could 

provide the guidance on out-of-expert states and be more efficiently utilized than forward-based rollouts. 

We formulate the idea as a solution with self-paced data augmentation, enhancing the long-term returns.        



Success in game world

Game environments provide ideal conditions 

for trial-and-error learning.

Model-based RL

World model, a simulation for real world

Trial-and-error learning



Model-based RL

On-policy RL Model-based RL

Model provides the transition and reward feedback.

More data-efficient and safe!



One promising way: offline IL 

Offline Imitation Learning

Children mimic adults Learning from demonstrations

What if the reward function is unavailable?

Learning for sequential decision-making 

from the demonstrations, without the 

difficult design of reward function.  

➢ The design of the reward function is typically difficult



Consider the MDP: 𝑀 = {𝑆, 𝐴, 𝑇, 𝑟, 𝑑0, 𝛾} with state space 𝑆 and action space 𝐴, transition 𝑇: 𝑆 × 𝐴 → Δ(𝑆) , 

initial state distribution 𝑑0 and discount factor 𝛾. 

𝐽 𝜋 = 𝔼𝑠0∼𝑑0,𝑠𝑡+1∼𝑇(⋅|𝑠𝑡,𝜋(𝑠𝑡)[෍

𝑡=0

∞

𝛾𝑡𝑟(𝑠𝑡 , 𝜋(𝑠𝑡))]

• Expert data 𝑫𝑬 from expert policy: 𝐷𝐸 = {(𝑠0, 𝑎0, 𝑠1, 𝑎1, … , )|𝑎𝑡 ∼ 𝜋𝐸(𝑎𝑡|𝑠𝑡)}

• Offline data from any behavior policy: 𝐷𝑜 = {(𝑠0, 𝑎0, 𝑠1, 𝑎1, … , )|𝑎𝑡 ∼ 𝜋𝑜(𝑎𝑡|𝑠𝑡)}

• Model-based solution: Learning a dynamics model ෠𝑇 → 𝑇(𝑠𝑡+1|𝑠𝑡, 𝑎𝑡) from offline data 𝐷𝑂

Problem Formulation

➢ Goal [maximizing the excepted cumulative return]: 

limited

rich but low-quality



Challenge: Difficult to determine the action on out-of-expert states. 

Previous key idea: Keep conservative in the out-of-expert area.

MILO [NeurIPS’21] :

min
𝑟

max
𝜋

𝔼𝑠,𝑎∼𝜋 𝑟 𝑠, 𝑎 + 𝛽 𝑠, 𝑎 − 𝔼𝑠,𝑎∼𝜋𝐸[𝑟(𝑠, 𝑎)]

CLARE [ICLR’23] : 

min
𝑟

max
𝜋
(𝑍𝛽 𝔼𝑠,𝑎∼𝜋 𝑟 𝑠, 𝑎 − 𝔼𝑠,𝑎∼𝜋𝑜 𝛽 𝑠, 𝑎 𝑟 𝑠, 𝑎 − 𝔼𝑠,𝑎∼𝜋𝐸[𝑟(𝑠, 𝑎)] )

Model-based Offline Imitation Learning

Mitigating Covariate Shift in Imitation Learning via Offline Data With Partial Coverage. NeurIPS’21

CLARE: Conservative Model-Based Reward Learning for Offline Inverse Reinforcement Learning. ICLR’23

Penalty functions on out-of-expert area.

They want to avoid the agent visiting states 

that do not appear in the expert dataset.



These methods performs well in the expert-observed states 

but perform poorly in the rest of the states.

Model-based Offline Imitation Learning

Deeper red 

represents higher 

cumulative returns.

As an example, 

in navigation task,

Expert dataset Cumulative return of 

MILO [NeurIPS’21]

Do we have a better way to determine the behavior on expert unobserved states？



Our idea: If an action can lead an agent from expert-

unobserved states to expert-observed states, we regard it as a 

good action, as it could enhance subsequent returns. 

To generate trajectories from expert-unobserved states to 

expert-observed states, we build reverse models to provide the 

reverse augmentation. 

Our Proposal: Model-based Reverse Augmentation

Forward Model

Reverse Model (Ours) 

Better cumulative return!

• Forward Model: expert-observed → expert-unobserved

• Reverse Model:  expert-unobserved → expert-observed



Reverse dynamic model ෡𝑻𝒓: supervised learning, approximating 𝑇(𝑠𝑡|𝑠𝑡+1, 𝑎𝑡): 

max
෠𝑇𝑟

෍

(𝑠𝑡,𝑎𝑡,𝑠𝑡+1)

log ෠𝑇𝑟 (𝑠𝑡|𝑠𝑡+1, 𝑎𝑡)

Reverse behavior policy 𝝅𝒓: a VAE-based actor, approximating 𝑝(𝑎𝑡|𝑠𝑡+1): 

log 𝜋𝑟 𝑎 𝑠 ≥ 𝔼𝑧∼𝜋𝑟𝑒 ⋅ 𝑠, 𝑎 log 𝜋𝑟
𝑑 𝑎 𝑧, 𝑠 − 𝐾𝐿(𝜋𝑟

𝑒(𝑧|𝑠, 𝑎)||𝑝(𝑧|𝑠))

Training: learn the conditional variational auto-encoder through maximizing the above lower bound.

Inferencing: sample the reverse action 𝑎 ∼ 𝜋𝑟(𝑎|𝑠)

How to build Reverse Models?



➢ Reverse augmentation from expert data: 

{𝑠−ℎ′ , 𝑎−ℎ′ , 𝑠−ℎ′+1 , 𝑎−ℎ′+1, … , 𝑠−2, 𝑎−2, 𝑠−1, 𝑎−1, 𝑠0}

𝑠0 ∼ 𝐷𝐸 , 𝑎𝑖 ∼ 𝜋𝑟 𝑠𝑖+1 , 𝑠𝑖 ∼ ෠𝑇𝑟(𝑠𝑖+1, 𝑎𝑖)

How to generate reverse trajectories? 

Reverse Models

➢ Beyond expert-observed area: 

● expand the target states 𝐺

𝐶𝑜𝑛𝑓𝜋 𝑠 = 𝜋(𝔼[𝜋(𝑎|𝑠)]|𝑠)

𝑠0 ∼ 𝐺 = 𝑠 𝐶𝑜𝑛𝑓𝜋 𝑠 ≥ 𝔼𝑠′∼𝐷𝐸𝐶𝑜𝑛𝑓𝜋 𝑠′ ∪ {𝑠′|𝑠′ ∈ 𝐷𝐸}

● re-sample the augmented instances

𝑝 𝑠 = 1/𝐶𝑜𝑛𝑓𝜋(𝑠)

Target states



Simple but effective Self-paced Reverse Augmentation.

SRA:

1) It gradually expands the targeted region with the 

reliable behavior. 

2) During each training session, it explores the out-of-

expert states using data augmentation with reverse models.

3) The policy utilizes Q-Learning methods, such as IQL,

to enhance long-term performance on augmented states. 

Overall Algorithm



Empirical Results

Across 14 settings, SRA achieves consistent improvement 

over both model-free and model-based baselines. 

Experiments on D4RL benchmark



Self-Paced Augmentation

SRA gradually explores the out-of-expert area, and effectively 

benefits from the augmented data, expanding the red area.

Visualization on Navigation

State-wise 

Cumulative Return 

State Distribution 

of  Augmented data



Reverse model vs. Forward model 

SRA effectively explore the out-of-expert area and improve the 

corresponding long-term returns. 

Forward-based 

MILO

Reverse-based 

SRA



Combination with different RL methods

SRA has scalability and can support different RL methods. 

The performance of methods have been enhanced through SRA. 

Scalability with different RL
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