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Inner product

Inner product on R"

(x,y) :xTy:Z?=1xiyi' X,y € R"™

Euclidean norm, or [,-norm

x|, = (x"x)Y2 = (x2 + -+ + x2)Y/?, x € R"

Cauchy-Schwartz inequality

Ix"y| < llxll.llyll2, x,y € R™

Angle between nonzero vectors x,y € R"

xTy

PAIPYIAIP:

£(x,y) = cos™ ! (| ),x,y e R



Inner product

Inner product on R™" X Y € RM™*"
(X,Y) = tr(XTY) = ZZ X, Y,

i=1j=1
Here tr() denotes trace of a matrix.
Frobenius norm of a matrix X € R™*"

m n 1/2
Xl = (X)) = (22’(2})
=1

i=1j

Inner product on S™

n n
(X,Y) =tr(XY) = zzxij Yij = ZXii Y + szij Y

n
i=1j=1 i=1 i<j




Norms

[1 A function f:R" - Rwith dom f = R" is called a
norm if

B f Is nonnegative: f(x) = 0for all x € R"

B f is definite: f(x)=0onlyif x =0

B f is homogeneous: f(tx) = |t|f(x), for all x €
R" and t eR

B [ satisfies the triangle inequality:
fx+y)<f(x)+ f(y), forall x,y e R"
[l Distance

B Between vectors x and y as the length of
their difference, I.e.,

dist(x,y) = llx -yl



Norms

Unit ball

B The set of all vectors with norm less than or

equal to one,
B={xeR"||lx|l <1}

IS called the unit ball of the norm ||-||.

B The unit ball satisfies the following properties:
v' B is symmetric about the origin, i.e., x € B if and
only if —x € B
v B is convex
v" B is closed, bounded, and has nonempty interior
B Conversely, if € € R" is any set satisfying these
three conditions, the it is the unit ball of a norm:

lxIl = (sup{t = 0]tx € CH™*




Norms

Some common norms on R"
B Sum-absolute-value, or [;-norm
lxlly = eyl + - + x|, x € R™
B Chebyshev or [,-norm
Xl = max{|xsl, ..., |xn [}
® [,-norm
lxllp, = (g [P + - + [, [P)HP

B For P eSt., P-quadratic norm is
lxllp = (xTPx)'/% = ||PY2x],



Norms

Some common norms on RM*"
B Sum-absolute-value norm

m n
”X”sav — z leij‘

i=1j=1

B Maximum-absolute-value norm

Xl may = max{‘Xini =1,..,m,j =1, ,n}



Norms

Equivalence of norms

B Suppose that |I-ll, and ||-|l, are norms
on R", there exist positive constants «
and g, for all x e R"

allxlla < llxllp < Bllxllq

m If ||| 1Is any norm on R", then there
exists a guadratic norm ||| for which

Ix|lp < llx|] <V llx|lp
holds for all x.



Norms

Operator norms

B Suppose |-, and [I-ll, are norms on R™
and R", respectively. Operator norm of
X € R™" induced by [I-ll, and |-l is

”X”a,b = sup{||Xullg | l[ull, < 1}

® When |ll, and [I-ll;, are Euclidean norms,
the operator norm of X is its maximum
singular value, and is denoted || X]||,

X1l = Omax(X) = (AmaxXTX))""?

v' Spectral norm or ¢,-norm



Norms

Operator norms

B The norm induced by the Y,,-norm on R™
and R", denoted ||X||,, IS the max-row-sum
norm,

X
1

1X1leo = suptllXullo|llullo < 1} = max;=q,_m

J
B The norm induced by the £,-norm on R™ and
R", denoted ||X]||;, is the max-column-sum

norm,

n

IXIl; = maxj=y_, X7, |X;]



Norms

Dual norm
B Let ||| be a norm on R™.

B The associated dual norm, denoted ||-Il.,
IS defined as
|l = sup{z'x||[x|| < 1}

B We have the inequality
z'x < x|zl

B The dual of Euclidean norm
sup{z'x|||x|l, < 1} = ||z]l,

B The dual of the ¢,-norm
sup{z " x|l|xlle < 1} = ||z]l




Norms

Dual Norm
B The dual of £,-norm IS the £,-norm such
that
1 1
—+—-—=1
P q

B The dual of the £,-norm on R™*" is the
nuclear norm

1Z1l2+ = sup{er(Z"X)IlIX]l> < 13
=0,(Z)+ -+ 0,(2) =w(ZT2)/?
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Analysis

] Interior and Open Set

B An element x € C € R" is called an interior
point of C if there exists an € > 0 for which
wllly—xll; <e}cC
1.e., there exists a ball centered at x that
lies entirely in C.

B The set of all points interior to C is called
the interior of C and is denoted int C.

B AsetCisopenifintC =C



Analysis

Closed Set and Boundary

B Aset C € R" is closed if its complement is
open

R*"\C={x€eR"x ¢C(C}

B The closure of a set C is defined as
clC =R"\ int(R™\ C)

B The boundary of the set C is defined as
bdC =clC\intC

v' C is closed if it contains its boundary. It is
open If it contains no boundary points.



Analysis

Supremum and infimum

B The least upper bound or supremum
of the set C Is denoted sup C.

B The greatest lower bound or infimum
of the set C Is denoted inf C.
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Functions

Notation

f:A—->B
B domfCcA

An example f:S" - R
f(X) = logdetX

B dom f € ST,



Functions

Continuity

B A function f:R" - R™ is continuous at x €
dom f If for all e > 0 there exists a § with
y € dom f, such that

ly—xll, <éd=IfQy)—f)ll, <e€
Closed functions

B A function f:R"™ - R is closed if, for each
a € R, the sublevel set
{xedomf|f(x) < a}

IS closed. This Is equivalent to
epi f = {(x,t) € R""|x € dom f, f(x) < t}
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Derivatives

Definition
B Suppose f:R" - R™ and x € intdom f. The

function f iIs differentiable at x if there
exists a matrix Df(x) € R™" that satisfies

) If(2) = F@) = DF Dz —0ll,
1m =

zedom f, z#x, z—x |z — x|l

0

In which case we refer to Df(x) as the
derivative (or Jacobian) of f at x.



Derivatives

Definition
B The affine function of z given by
f(x) +Df(x)(z —x)

IS called the first-order approximation
of f at (or near) x.

0fi) . _

, 1’...’ ":1’...’
ax] m,]j n

Df (x)ij =



Derivatives

Gradient

B When f is real-valued (i.e., f:R™ - R) the
derivative Df (x) is a 1 X n matrix (it is a row
vector). Its transpose is called the gradient of
the function:

Vf(x)=Df(x)"
which is a column vector (in R"). Its components
are the partial derivatives of f:

of (x) .
Vi(x); = o, ,i=1,-,n
B The first-order approximation of f at a point x €
intdom f can be expressed as (the affine function

of z)

fO)+ V() (z —x)



Derivatives

Examples

1
flx) = ExTPx +qg'x+7r

VFf(x) =Px+q

f(X) =logdetX,dom f =S¥,
VFxX)=x-1



Derivatives

Chain rule

B Suppose f:R" - R™ is differentiable at x € int
dom f and g:R™ — RP is differentiable at f(x) € int
dom g.

Define the composition h:R™ - R? by h(z) =

g(f(2)). Then h is differentiable at x, with derivate

Dh(x) = Dg(f (x))Df (x)

B Suppose f:R" >R, g:R—-> R, and h(x) = g(f(x))

Vh(x) = g'(f ()7 f (x)



Derivatives

Composition of Affine Function
g(x) = f(Ax + b)
Vg(x) = A"Vf(Ax + b)

f:R" = R, g:R =R
gt) = f(x+tv), x,v € R
g @) =v'Vf(x+ tv)



Example 1

1 Consider the function f:R" - R

FG) = log ) exp(al x + by)
=1

® where aq,..,a,, €ER"
f=9g(Ax + b)

m
gy) = logz: exp(y;)
=1
1 exp y1
Vg(y) = :
Z?il exXp Vi exp ym]



Example 1

1 Consider the function f:R" - R

FG) = log ) exp(al x + by)
=1

® where aq,..,a,, €ER"
f=9g(Ax + b)

1
Vf(x) =A"Vg(Ax + b) = EATZ

expalx + by

exp amX + by, |



Example 2

Consider the function

f(x) =logdet(Fy + x;F; + -+ x,,E,)
® where F,...,F, € SP
f(x) =g(Fy +x.F; + -+ x,F)

g(X) = logdetX

a](; )(Cx) = tr(F;V log det(F)) = tr(F1F)
_tr(F_1F1)-
Vf(x) = 5
_tI’(F_an)_




Second Derivative

Definition
B Suppose f:R™ - R. The second derivative or

Hessian matrix of f at x € intdom f, denoted
Vf(x), is given by

0%f (x)

axlax] ,

V2f(x)ij =

i — 1)”.)an - 1’...’n.

Second-order Approximation

1
fO)+ V) z=x)+5(z=x)"Vf(x)(z )



Derivatives

Examples

flx) = %xTPx +qg'x+7r
VFf(x) =Px+q
Vef(x) =P

f(X) =logdetX,dom f =S¥,
VFxX)=x-1

fFXO+u(X1(Z-X) - %tr(X"l(Z - X)X Y Z-X))



Second Derivative

Chain rule
B Suppose f:R" >R, g:R—-R, and h(x) =
g(f(x)).

V2h(x) = g'(F)Vf(x) + 9" (F VI )V ()T

B Composition with affine function:

g(x) = f(Ax + b)
Vég(x) = A"V?f(Ax + b)A



Example 1

1 Consider the function f:R" = R

FG) = log ) exp(al x + by)
=1

® where aq,..,a,, €ER"
f = g(Ax +b)

gly) = logz exp(y;)
=1

1 EXI? y1
Vg(y) = :

Zﬁl eXp Vi exp Ym

V2g(y) = diag(Vg(y)) —Vg()Vg(y)'



Example 1

1 Consider the function f:R" = R

FG) = log ) exp(al x + by)
=1

® where aq,..,a,, €ER"

f = g(Ax +b)
Vef(x) =A"Vg?(Ax + b)A

=AT idia (z) — ! zz" | A
17796 (172)%2

H oz = exp(az—x -+ bl-),i =1,...,m
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Linear algebra

Range and nullspace

Let A € R"™*", the range of A, denoted R(A4),
IS the set of all vectors in R™ that can be
written as linear combinations of the
columns of A:

R(A) = {Ax|x € R"} € R™
The nullspace (or kernel) of A, denoted
N(A), Is the set of all vectors x mapped into
zero by A:

N(A) = {x|Ax = 0} € R"
If V is a subspace of R", its orthogonal
complement, denoted V+, is defined as:

VL ={x|z"x =0forall z € V}



Linear algebra

Range and nullspace

Let A € R"™*", the range of A, denoted R(A4),
IS the set of all vectors in R™ that can be
written as linear combinations of the
columns of A:

R(A) =14 s
The nullsps _ TN ‘enoted
N(4), is the N() =RA) mnapped into
zero by A:

N(A) = {x|Ax = 0} € R"
If V is a subspace of R", its orthogonal

complement, denoted V+, is defined as:
Vi ={x|z"x = 0forall z € V}



Linear algebra

Symmetric eigenvalue decomposition

B Suppose A €S", i.e., Ais a real
symmetric n X n matrix. Then A4 can
be factored as

A=0QAQ"

where Q € R™" is orthogonal, i.e.,

satisfies Q'Q =1, and A = diag(14, -+, 1,).

B The determinant and trace can be
expressed in terms of the eigenvalue.

detA=[", A4, trd=Y" 1



Linear algebra

Norms

14llz = max |4;] = max(4;, —4n)

1/2
o /

“A“F = 2 /112

=1



Linear algebra

1 Positive definite Matrix

B A matrix A € S" is called positive
definite, if for all x + 0,x"Ax > 0,
denoted as 4 > 0.

B If —Ais positive definite, we say A Is
negative definite, denoted as A < 0.

B We use SI, to denote the set of
positive definite matrices in S™.

B We use SI to denote the set of
positive semidefinite matrices in S™.



Linear algebra

Singular value decomposition (SVD)

B Suppose 4 € R™" with rank A =r. Then A
can be factored as
A=U0xXV"
where U € R™*" satisfies UTU = [,V € R™*"
satisfies V'V =1, and X = diag(oq, -+, 0,) With
01=20,=--20,=0
B The singular value decomposition can be
written

T
. E T
A= . Giuivl-
=1




Linear algebra

Norms

1Al = o4

1/2
2

1AllF = 0

n
l
=1



Linear algebra

Pseudo-inverse
B Let A=UXV' be the singular value
decomposition of A € R™*", with rank A =r. The
pseudo-inverse or Moore-Penrose inverse of 4 is
AT =yy-1yT € RPM
Schur complement
B A4 e Sk and a matrix X € S" partitioned as
¥ — [A B
BT ¢
B If det 4 # 0, the matrix
S=C—-B"A™'B
Is called the Schur complement of A4 in X.




Application of Schur
complement

PD Matrices
B X>0ifandonlyifA>0and S >0
B IfA>0,thenX>0i1fandonly if S >0

PSD Matrices

X205 A4%0,(I-AA")B=0,C—BTATB >0



Summary

Norms of vectors

® [,-norm, [,-norm, l,-norm, P-quadratic
norm

Norms of Matrices

B Frobenius norm, spectral norm, nuclear
norm

Gradients of Common Functions
B The Matrix Cookbook

Eigendecompostion vs SVD
PSD matrices




