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Multi-Label Learning (MLL)

@ Multi-Label Learning aims to annotate objects with a subset of
relevant labels from the entire label set.

@ Multi-label objects occur in many applications, such as image
tagging, recommender systems and document categorization.
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Large-scale Multi-Label Learning (LMLL)

Learn a function f(x) : RP

— RK from D input features to K output

scores that is consistent with labels y € {0,1}X, K is large.
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I Data Continues to Grow Sharply

®

85% of growth from new types of
data with machine-generated
data increasing 15x G

2020:
Digital universe = 40 Zettabytes

2014:
31% of enterprises managing more than 1 Petabyte

2012:
Digital universe = 20 Zettabytes

Challenge: High-dimensionality of the label space
(Wikipedia Dataset: N ~ 108, D ~ 108, K ~ 108)

Tong Wei, Yu-Feng Li (LAMDA, NJU)

AAAI 2019

February 1, 2019

4/18



Background
Many effective approaches [Tsoumakas et al.,. 2009; Zhang and Zhou
TKDE’14; Babbar and Schélkopf, WSDM’17; arXiv’18] are hard to deal

with LMLL data due to large storage overhead.

@ A popular walk-around

Train model Transmit model Make inference

[
Compact
_— _—
model
/

Edge device
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Background
Many effective approaches [Tsoumakas et al.,. 2009; Zhang and Zhou

TKDE’14; Babbar and Schélkopf, WSDM’17; arXiv’'18] are hard to deal
with LMLL data due to large storage overhead.

Pre-trained Compressed
model model

M

M

The task of model compression
@ compress model size as much as possible
© maintain competitive performance
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Related Work

Model Weights Pruning

Previous work [Babbar and Schélkopf, WSDM’17, Niculescu-Mizil and
Abbasnejad, AISTATS’17] filter out spurious features parameters to
reduce model size.

| A\

Label Selection
Label selection methods aim to select a small subset of labels that can
approximately span the original label space and subsequently model
size is reduced. [Boutsidis et al., SODA’09; Bi and Kwok, ICML13;
Weston et al., KDD’13; Niculescu-Mizil and Abbasnejad, AISTATS’17]. )

However, they either neglect label importance
or need to remove labels.
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Problem Formulation

@ Given a pre-trained model M, the goal is to find a compact model M
with comparable performance. Such objective can be formulated
as:

min size(M)
M

st. f(M,D)>q" —e

@ We consider Linear Classifier [Babbar and Schélkopf 2017; 2018;
Niculescu-Mizil and Abbasnejad 20177]:

min |[M]||o
M
s.t. perf(XM,Y) > ¢* — ¢

© Since the resultant optimization problem is difficult, we propose to
solve it from label and feature parameter optimization aspects.
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Given the pre-trained model, we propose to compress it from label and
feature parameter optimization aspects jointly.

Label 1
Label 2
Label L

Feature 1
Feature 2

Feature d

M

Label par'{$A

optimization

[ ] Pruned label parameter
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Parameter Optimization w.r.t Label

Naive solution

Discard part of labels may not always preferable, i.e., lose the predictive
capability for some labels.

Our solution:
— N ~
28 8 Step-1: identify
= - e less performance-influential
Feature 1 label
Feature 2 apels
Step-2: preserve only
a few dominant parameters
(largest absolute value)
Feature d

(] Pruned label parameter
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@ We compute the impact of labels for commonly used LMLL metrics
(PSP@k and PSnDCG@K).

@ Since missing labels usually occur in LMLL, we show our results
when labels are randomly missing.

Suppose that relevant labels are randomly missing with probability ,
the impact of the j-th label in terms of PSP@k and PSnDCG@*k is
upper bounded by (1 — m)w;u;.

@ u; is frequency of label j @ w; is the weight of label j.

© In particular, when labels have equal weights, the correlation

between impact of tail labels and common labels is g—i R~
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@ The impact of labels on PSP@k and PSnDCG@*k is related to
label weights and label frequencies.

@ Filtering out parameters for less performance-influential labels can
facilitate compact model size.

? Challenge: How many label parameters to trim off?

v Key insight: The performance degrades proportional to # of label
parameters discarded.
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Parameter Optimization w.r.t Feature

@ We locate discriminative feature parameters and discard spurious
ones.

min 1Y = Y*||% + Mo

st. Y=XM:;Y* = XM

@ Inspired by [Zhao and Yu, JMLR’06], an approximate solution can
be obtained by setting feature parameters that lie in range [\, A]
to 0.
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vs. Baseline

We compare our proposed method (POP) with pure Binary Relevance
(BR).

Data set PSP@1 PSP@3 PSP@5 PSnDCG@1 PSnDCG@3 PSnDCG@5  Model size

BR 50.70 53.66 59.34 50.70 52.71 55.80 1.15M

bibtex PopP 50.71 53.30 58.86 50.71 52.39 55.41 0.59 M

BR 32.14 33.59 33.43 32.14 33.32 33.28 7.18M

delicious  pop | 3208 33.59 33.47 32.08 33.30 33.29 1.26 M
BR 39.93 45.86 49.74 39.93 44.24 46.83 156.38 M

eurlex PoP 40.06 46.02 49.91 40.06 44.42 47.01 20.18 M
BR 13.57 13.10 13.96 13.60 13.82 13.97 23.50 GB

wiki10 Pop 13.53 13.10 13.46 13.53 13.65 13.67 67.50 M

@ Avg. model size reduction > 50% @ Avg. performance loss < 0.5%
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vs. State-of-the-arts

Data set FastXML LEML SLEEC DiSMEC PD-Sparse PorP
Model size | 71.29M 226 M  7.34M - 025M 1.26 M
PSP@1 3235 3073 32.11 - 2522 3208 v POP achieves top
” PSP@3 3451 3243  33.21 - 2463  33.59 .
8 PsP@5 | 3543 3326 3383 - 2385 3347 2 results in 17 /21
@ PSnDCG@1| 32.35 30.73  32.11 - 25.22 32.08 cases.
PSnDCG@3| 34.00 3201  32.93 - 2480  33.30 . i
PSNDCG@5| 34.73 3266  33.41 - 2425 3329 ¥V VS D'SM_EC- 10x
Model size |194.40 M 34.31 M 24549M 79.86M 25.00M 20.18 M smaller size on
PSP@1 26.62 2410 3425  41.20 38.28  40.06 wiki10.

PSP@3 | 3416 2720 3983 4540 4200  46.02

PSP@5 | 3896 2009 4276 4930 4489 4991 v VvS. SLEEC: avg.
PSNDCG@1| 2662 2410 3425 4120 3828  40.06 9% smaller size.
PSNDCG@3| 3207 2637 38.35 4430 4096  43.55
PSNDCG@5| 3523  27.62 4030 4690 4284 4701 v Vs. FastXML: avg:

eurlex

Model size [501.47 M 506.88 M 924.60 M 880.00 M - 67.50 M 10x smaller size.
PSP@1 9.80 9.41 1114 13.60 - 13.53

° PSP@3 10.17 10.07 11.86  13.10 - 13.10 v’ VS,

% PSP@5 1054 1055 1240  13.80 - 13.46 LEML/PD-Sparse:
PSnDCG@1| 9.80 9.41 1114 13.60 - 13.53 .
PSnDCG@3| 10.08 9.90 11.68  13.20 - 13.65 POP ConS'Stently
PSnDCG@5| 10.33 1024  12.06  13.60 - 13.67 outperformances.

The best and the second best results are in bold.
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Parameter Sensitivity Study

with respect to e

We study how different values of ¢ impact the predictive accuracy and
model size.

[[IModel size reduction¥P@ 1 #P@3 &P@5
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Observations

@ POP filters out more than 80% model parameters when e = 1.
@ Predictive accuracy goes down very slowly as ¢ becomes bigger.
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Conclusion

@ Problem: Learning compact model for large-scale multi-label data
@ Method:
@ The impact of labels on PSP@k and PSnDCG@k is related to the
label weights and label frequencies
o We propose POP to compress the model size by jointly performing
label and feature parameter optimization
@ Empirical results:
e Superb predictive accuracy on large-scale multi-label data
@ Much smaller model size compared with state-of-the-arts
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Thank you

Tong Wei
weit@lamda.nju.edu.cn
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