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Abstract

Gradient-variation online learning aims to achieve regret guarantees that scale with
variations in the gradients of online functions, which is crucial for attaining fast
convergence in games and robustness in stochastic optimization, hence receiving
increased attention. Existing results often require the smoothness condition by
imposing a fixed bound on gradient Lipschitzness, which may be unrealistic in
practice. Recent efforts in neural network optimization suggest a generalized
smoothness condition, allowing smoothness to correlate with gradient norms. In this
paper, we systematically study gradient-variation online learning under generalized
smoothness. We extend the classic optimistic mirror descent algorithm to derive
gradient-variation regret by analyzing stability over the optimization trajectory
and exploiting smoothness locally. Then, we explore universal online learning,
designing a single algorithm with the optimal gradient-variation regrets for convex
and strongly convex functions simultaneously, without requiring prior knowledge
of curvature. This algorithm adopts a two-layer structure with a meta-algorithm
running over a group of base-learners. To ensure favorable guarantees, we design a
new Lipschitz-adaptive meta-algorithm, capable of handling potentially unbounded
gradients while ensuring a second-order bound to effectively ensemble the base-
learners. Finally, we provide the applications for fast-rate convergence in games
and stochastic extended adversarial optimization.

1 Introduction

We consider online convex optimization (OCO) [Hazan, 2016; Orabona, 2019], a flexible framework
that models the decision-making problem in an online fashion. At each round ¢ € [T, an online
learner is required to submit a decision x; from a convex compact set X C R¢ and the environments
reveal a convex function f; : X — R. Then the learner suffers a loss f;(x:) and updates her decision.
The standard performance measure is the regret [Zinkevich, 2003] that benchmarks the cumulative
loss of the learner against the best decision in hindsight, formally defined as
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Regret bounds of O(+/T') and O(% log T') are established for convex and A-strongly convex functions
respectively [Zinkevich, 2003; Hazan et al., 2007]. While these results are known to be minimax
optimal [Abernethy et al., 2008], in this paper we are more interested in obtaining gradient-variation
regret guarantees, which replace the dependence of 7" in the regret bounds by variations in the
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gradients of online functions [Chiang et al., 2012] defined as
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This quantity can be as small as a constant in stable environments where online functions remain fixed,
and is at most O(T') in the worst case under standard OCO assumptions, safeguarding minimax results.
Besides this favorable adaptivity, recent studies have shown close relationships of gradient-variation
online learning to various fields, including fast convergence in games [Rakhlin and Sridharan, 2013b;
Syrgkanis et al., 2015; Zhang et al., 2022b] and robust stochastic optimization [Sachs et al., 2022;
Chen et al., 2024], hence receiving increased attention [Zhao et al., 2020; Yan et al., 2023; Tsai et al.,
2023; Ataee Tarzanagh et al., 2024; Zhao et al., 2024].

In online learning, it is proved that the smoothness assumption is necessary for first-order algorithms to
achieve gradient-variation regret bounds as discussed in Remark 1 of Yang et al. [2014], which is also
restated in Proposition 2 in Appendix B. Previous works typically rely on the global L-smoothness
condition, imposing a fixed upper bound on the gradient Lipschitzness, i.e., requiring || V2 f;(x)]|2 <
L forall t € [T] and x € X. However, this global assumption restricts the applicability of
theories to loss functions that are quadratically bounded from above. Furthermore, recent studies
in neural network optimization have observed phenomena where the global smoothness condition
fails to model optimization dynamics effectively, especially for important types of neural networks
like LSTM [Zhang et al., 2020b] and Transformer [Crawshaw et al., 2022]. Therefore, modern
optimization has devoted efforts to generalizing the smoothness condition. For example, Zhang et al.
[2020b] introduce (Lo, L1)-smoothness, which assumes || V2 f(x)||2 < Lo + L1||V f(x)]|2 for an
offline objective function f(-). A notable generalization is the recent proposal of the /-smoothness
condition [Li et al., 2023], which assumes ||V2f(x)|l2 < ¢(||Vf(x)||2) with a link function £(-),
significantly broadening previous assumptions through the flexibility of £(-). Given this, it is natural
to ask how to design online algorithms to exploit generalized smoothness and obtain favorable
gradient-variation regret guarantees.

In this paper, we provide a systematic study of gradient-variation online learning under generalized
smoothness. We extend the classic optimistic online mirror descent (optimistic OMD) algorithm [Chi-
ang et al., 2012; Rakhlin and Sridharan, 2013a] to derive gradient-variation regret bounds, achieving
O(+v/Vr) regret and O(log Vi) regret for convex and strongly convex functions under generalized
smoothness, respectively. We emphasize the importance of stability analysis across the optimization
trajectory, which allows generalized smoothness to be effectively exploited locally. Specifically,
optimistic OMD maintains two sequences with submitted decisions {x;}/_, and intermediate deci-
sions {X;}7_;. We need to control algorithmic stability by appropriate step size tuning and optimism
design, ensuring that x; is sufficiently close to X; to exploit local smoothness at X;.

Based on this development, we investigate universal online learning [van Erven and Koolen, 2016;
Wang et al., 2019; Mhammedi et al., 2019; Zhang et al., 2022a; Yan et al., 2023; Yang et al.,
2024], where the learner aims to design a single algorithm that simultaneously attains the optimal
regret for both convex and strongly functions without the prior knowledge of curvature information.
For this scenario, a common wisdom is to adopt an online ensemble consisting of a meta-base
two-layer structure to handle the environmental uncertainty [Zhao et al., 2024], i.e., the unknown
curvature of loss functions, where a meta-algorithm is running over a set of base-learners with
different configurations. The base-learners are basically the instantiations of the developed variants
of optimistic OMD, as mentioned earlier. However, designing the meta-algorithm is non-trivial
with new challenges. The first challenge is from the potentially unbounded smoothness, which
might lead to unbounded Lipschitz constants as well. This challenge requires the meta-algorithm
to be Lipschitz-adaptive, adapting to Lipschitzness on the fly. Furthermore, we also expect it to
provide a second-order regret, technically required when analyzing the ensemble errors, and to enable
predictions with optimism, thereby producing the gradient variation. The second challenge is the
complexity introduced by the combination procedure inherent in the ensemble method, which further
complicates the smoothness estimation, making it difficult to properly tune the meta-algorithm and
exploit smoothness.

To this end, we address both challenges with the function-variation-to-gradient-variation conver-
sion and a newly-designed Lipschitz-adaptive meta-algorithm. The conversion technique, drawing
inspiration from Bai et al. [2022], decouples the design between the meta and base levels and derives
the gradient variation directly from function values, allowing us to avoid the cancellation-based



analysis [Yan et al., 2023] for utilizing smoothness at the meta level. Nevertheless, this conversion
requires the meta-algorithm to handle heterogeneous inputs due to certain technical considerations,
and we are not aware of available algorithms satisfying all the requirements, motivating us to de-
sign a new algorithm. Based on optimistic Adapt-ML-Prod [Wei et al., 2016] and the clipping
technique [Cutkosky, 2019], we present a new Lipschitz-adaptive meta-algorithm with a simpler
algorithmic design, which can be of independent interest. With this algorithm, we can apply the
function-variation-to-gradient-variation conversion to achieve the optimal results for both convex and
strongly convex functions, up to doubly logarithmic factors of 7', without knowing curvature.

Our findings for gradient-variation online learning are useful for several important applications,
including fast-convergence online games [Rakhlin and Sridharan, 2013a; Syrgkanis et al., 2015] and
stochastic extended adversarial online learning [Sachs et al., 2022], where we establish new results
under the generalized smoothness condition.

The rest of paper is organized as follows. Section 2 provides preliminaries and key ideas for exploiting
the generalized smoothness throughout the trajectory. In Section 3 we study universal online learning
and present our key meta-algorithm. Section 4 discusses our applications. Related work is provided
in Appendix A. All proofs can be found in the remaining appendices (Appendix B — D).

2 Gradient-Variation Online Learning under Generalized Smoothness

In this section, we first introduce the problem setup, including the formal definition of generalized
smoothness and other assumptions used in the paper. We then extend the optimistic online mirror
descent framework to achieve gradient-variation regret bounds under generalized smoothness.

2.1 Problem Setup: Generalized Smoothness and Assumptions

Recent studies [Zhang et al., 2020b; Chen et al., 2023b] extend the global smoothness condition by
allowing the smoothness to positively correlate with the gradient norm, where a particular function
is required to model this relationship. Zhang et al. [2020b] introduce the (Lg, L )-smoothness
condition, where the smoothness is upper bounded by a linear function of the gradient norm, i.e.,
[V2f(x)|l2 < Lo + L1||Vf(x)||2. Li et al. [2023] further generalize this by imposing a weaker
assumption on the link function and propose the generalized smoothness defined as follows.

Definition 1 (¢-smoothness). A twice-differentiable function f : X — R is called /-smooth
for some non-decreasing continuous link function ¢ : [0, +00) +— (0,400) if it satisfies that

IV2f )]z < £(IV f(x)]|2) for any x € X.

The mild requirement on the link function ¢(-) allows for considerable generality. By selecting a
linear link function, ¢-smoothness immediately recovers (Lo, L1)-smoothness [Zhang et al., 2020b].
Furthermore, it has been shown that /-smoothness can imply a wide class of functions including
rational, logarithmic, and self-concordant functions [Li et al., 2023]. Based on this generalized
smoothness notion, we now provide the formal assumption on the smoothness of online functions.

Assumption 1 (generalized smoothness). The online function f; : X +— R is £;-smooth in an open
set containing X C RY for ¢ € [T, and the learner can query /;(x) provided any point x € X’

We also require a standard bounded domain assumption in the OCO literature [Hazan, 2016].

Assumption 2 (bounded domain). The feasible domain X C R, which contains the origin 0, is
non-empty and closed with the diameter bounded by D, i.e., ||x — y|l2 < D forany x,y € X.

We do not assume the prior knowledge of the Lipschitz constant of online functions. In fact, the
unboundedness of smoothness may result in unbounded Lipschitz constants. If a Lipschitz upper
bound were known, the generalized smoothness condition would be trivialized, as it would allow
us to directly compute the upper bound of the smoothness constant. Furthermore, following the
discussion in Jacobsen and Cutkosky [2023, Page 2, second paragraph on the right], we assume that
there exist finite but unknown upper bounds GG and L for Lipschitzness and smoothness to ensure the
theoretical results are valid. Note that these quantities will only appear in the final regret bounds, and
our algorithms does not use them as the inputs. Throughout the paper, we use the O(-)-notation to

hide the constants and use the O (+)-notation to omit the poly-logarithmic factors in 7.



2.2 Algorithmic Framework

We choose optimistic online mirror descent (optimistic OMD) [Rakhlin and Sridharan, 2013a] as the
algorithmic framework, which provides a unified view to design and analyze many online algorithms.
Compared to classic OMD [Nemirovskij and Yudin, 1985; Beck and Teboulle, 2003], optimistic
OMD predicts with side information, an optimistic vector M; € R?. This optimistic vector, also
known as optimism, serves as a prediction of the incoming function f;;1(+), leading to tighter regret
bounds when accurate. Optimistic OMD updates the decisions in two steps:

Xy = argr)gin{(Mt,X> + Dy, (x,%Xt)},  Xey1 = argn;in{(Vft(xt),@ + Dy, (x,%)}, (3)
bS] XE

where Dy, (x,y) = ¥ (x) — ¥ (y) — (Vi (y), x — y) is the Bregman divergence associated with
the regularizer ¢, : X — R. Optimistic OMD maintains two sequences: the sequence of submitted
decisions {x;}7_,, and the one of intermediate decisions {X;}7_,. Although a simplified optimistic
OMD with one-step update per round exists [Joulani et al., 2020], we will demonstrate later that
tuning the step size based on intermediate decisions is crucial for adapting to generalized smoothness.

2.3 Gradient-Variation Regret for Convex and Strongly Convex Functions

When minimizing the convex or strongly convex functions, we set the regularizer as 1 (x) = 2%“ l|x]|3
and optimistic OMD updates with the following steps:

x; = Iy [ﬁt - UtMt] s it-«-l =1y [ﬁt - Utvft(xt)] s “)

where IIy[y] = arg min, . v ||x — y||2 denotes the Euclidean projection operator. Next, we briefly
review approaches for obtaining the gradient-variation bound under global smoothness. This bound
typically follows from the regret analysis for optimistic OMD:
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On the right-hand side, the second term is known as the stability term, while the third one is the
negative terms that can be further bounded by O(— Zthl % | x; —x;—1]|3). Previous studies [Chiang
et al., 2012; Zhao et al., 2024] for gradient-variation regret under global smoothness often set
optimism as M; = V f;_1(x¢—1), such that, the positive stability term can be upper bounded by
|V i (xe) = Vfeo1(xe)|15 + 1|V fi—1(x¢) — Vfi—1(x¢—1)||3, where the first part can be directly
converted to the desired gradient variation and the second part will be at most 7, L?||x; — x;_1]|3
under global smoothness. Given the smoothness constant L, tuning the step size as 1, < 1/(4L)
ensures O(n; L?[|x; — x;—1][3 — - [|x¢ — x¢—1[|3) < 0, thus obtaining the gradient-variation bound.

However, under generalized smoothness, we do not have a global parameter L for setting the step sizes,
and the smoothness constants are related to the decisions. To follow the previous approach, optimistic
OMD would require the smoothness constant before generating x; to tune the step size, ensuring that
the negative terms are large enough to cancel 7;||V fi—1(x;) — V fi—1(x¢—1)||3. Nevertheless, the
smoothness constant between x; and x;_; can only be evaluated after updating to x;, resulting in
a contradiction. Unlike offline optimization, where the function is fixed and smoothness constants
can be shown to decrease along the trajectory [Li et al., 2023], in online optimization, the online
functions change at each round, preventing the reuse of previous smoothness estimations.

To address this challenge, our key idea is to perform a trajectory-wise analysis and configure the
algorithm using estimated smoothness so far. The key technical lemma is the local smoothness
property of £;-smooth functions [Li et al., 2023], which allows the smoothness constant between two
points to be estimated in advance, provided that the two points are close enough.

Lemma 1 (local smoothness [Li et al., 2023, Lemma 3.3]). Suppose f : X — R is {-smooth. For

Vx,y € X such that [x — yll2 < 7Sz [V £(x) = V()2 < L2VEE)]) - x = vl

Recall that in the update procedures (3) of optimistic OMD, the submitted decision x; is updated
based on the intermediate decision X;. Therefore, it is convenient to control their distance and
then exploit the local smoothness at point X;. Specifically, we set optimism M; = V f;_1(X;) and

the step size 1y < 1/(4L¢_1), where Ly_1 = £,_1(2||V f,—1(X¢)||2) denotes the locally estimated



smoothness and is used to tune the step size. This configuration leads to 7;||V fi(x¢) — V fi—1(X¢) |3
for the second term in Eq. (5), which can be further upper bounded as

IV fe(xe) = Vimr(Re)l3 < 20V fulxe) =V frmr (x5 + 20V fem1 (x0) = Vi1 (R[5 (6)

The first part is basically the favorable gradient variation, so it suffices to handle the second part.
Performing the stability analysis for OMD and noticing the step size setting, it can be verified that
Ix: — Xell2 < eIV Fic1(Xe)ll2 < ||V fie1(Xe)ll2/(4L¢—1). This satisfies the criteria for applying
Lemma 1 to the ¢;_1-smooth function f;_1(-), allowing us to upper bound the second term in (6)
by (’)(Etz_l - ||lx¢ — X¢||3). We have clipped 7; by 1/ (4Et_1), thereby ensuring the negative term is
sufficient to cancel out the positive term. Below, we summarize the result for convex functions.

Theorem 1. Under Assumptions I - 2 and assuming online functions are convex, we set the optimism
as My =V fi_1(X¢) and fo(-) = 0, with step sizes as 11 = D and, fort > 2,

D2 1
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optimistic OMD in (4) ensures the following regret bound,
REGT <O (D\/ Vr + Zmaux ' D2) 3

where Vi = Zthz SUpye x|V fi(x) — V fi—1(x)||3 measures the gradient variations and Linax =

maXe (7] Ly is the maximum smoothness constant over the optimization trajectory.

This result implies a tighter bound in scenarios where the environments change slowly, i.e., Vr =
O(1). Meanwhile, it safeguards the worst-case optimal result since Vp < O(T') holds in all cases.
When assuming ¢;(-) < L for t € [T, the £;-smoothness condition degenerates to the classic global
L-smoothness condition, and our result implies an O(y/V + LD?) bound, which matches the
best-known gradient-variation regret bounds with the first-order oracle [Chiang et al., 2012; Yan
et al., 2023; Zhao et al., 2024] even in terms of the dependence on D and L. Compared to offline
optimization, our result depends on Lnax, the maximum smoothness constant along the trajectory.
This dependence arises from the adversarial nature of online learning, where the loss functions chosen
in consecutive rounds may differ significantly, making it hopeless to leverage the previous estimates
of smoothness to improve the dependence.

We further provide an improved gradient-variation regret bound for strongly convex functions, with
step size tuning based on recent result under global smoothness [Chen et al., 2024, § 3.4].

Theorem 2. Under Assumptions 1 - 2 and assuming online functions are \-strongly convex, we
set the optimism as My = V fi_1(X:), fo(:) = 0, and step sizes as n1 = 2/\ and, for t > 2,
ne = 2/(Mt 4+ 16 max,epy Ls—1(2[|V fs—1(Xs)l|2)), optimistic OMD in (4) ensures the regret bound

REGr < O(% log Vi + Emax . D2), where Zmax = maxie7) Et.

The above theorem requires the knowledge of curvature information \. In Section 3, we design a
universal method to remove this requirement and achieve the optimal guarantees for convex and
strongly convex functions simultaneously without knowing A. In Appendix B.2, we discuss the
challenge to obtain a gradient-variation bound for exp-concave functions under Assumption 1.

3 Universal Online Learning under Generalized Smoothness

Classic online learning algorithms require the curvature information of online functions as algorithmic
parameters to achieve favorable regret guarantees. However, obtaining these curvature parameters can
be difficult in practice. This challenge motivates the recent study of universal online learning [van
Erven and Koolen, 2016; Cutkosky and Boahen, 2017; Wang et al., 2019; Mhammedi et al., 2019;
Zhang et al., 2022a; Yan et al., 2023; Yang et al., 2024], which aims to design a single algorithm that
can achieve optimal regrets without knowing the curvature information. In this section, we study
universal online learning with gradient-variation regret under generalized smoothness.



3.1 Reviewing Related Work and Techniques

We review related work on gradient-variation universal online learning under global smoothness
[Zhang et al., 2022a; Yan et al., 2023]. To handle the unknown curvature, universal online learning
algorithms utilize a two-layer structure, consisting of a meta-algorithm that ensembles a group of
base-learners. Each base-learner optimizes functions with a specific convex curvature, while the
meta-algorithm is designed to ensure that ensemble errors do not ruin base-learners’ guarantees.
Denoted by N the number of base-learners, the decision x; = > ie[N] PriXei submitted by a two-
layer structure algorithm comprises two key components: p; € Ay, the weights provided by the
meta-algorithm, and x; ;, the decision of the ¢-th base-learner. The analysis of a universal algorithm
begins by decomposing the regret into two parts against any base-learner. In particular, we choose
the base-learner with the best performance (the index i, is unknown) as the benchmark:

T T T T
REGr = Y fi(xe) = Y fulxei) + D filxei,) — min > h(x), ®)
t=1 t=1 t=1 t=1

META-REG BASE-REG

where the first part is the meta-regret, evaluating the meta-algorithm’s performance against the best
base-learner, and the second part, known as the base-regret, measures the best learner’s performance.

Zhang et al. [2022a] advocate for a simple approach by employing the meta-algorithms with second-
order regret guarantees, which facilitates the analysis at the meta level. In specific, they use
Adapt-ML-Prod [Gaillard et al., 2014] as the meta-algorithm, showing that the meta-regret for
strongly convex and exp-concave functions are constants by exploiting the negative terms from con-
vexity. Consider A-strongly convex functions as an example and assume the ¢, -th base-learner ensures
the optimal O(% log V) base-regret. At the meta level, Zhang et al. [2022a] pass the linearized
regret ry ; = (V fi(x¢), X — Xy ;) to the meta-algorithm for each base-learner. By strong convexity
and the guarantees of Adapt-ML-Prod, the meta-regret can be bounded by a constant:

T

T
A
META-REG < Y "1y, — 5 > ke — x4, 115 <
t=1 t=1

T
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T
i =5 Sl —xi B < 0(1),
t=1
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where the last inequality follows from /Y, (V fi(x¢), x: — x¢4,)% < Gmax Sollxe — x4, |13
and is then canceled by the negative terms via the AM-GM inequality. By leveraging the negative
terms from strong convexity, the meta-regret can be well-bounded, allowing the overall regret to be
dominated by the base-regret, which is then controlled by selecting appropriate base-algorithms.

However, this method is unsuitable for producing the gradient-variation bound for convex functions.
To address it, Yan et al. [2023] propose to use a meta-algorithm which ensures an optimistic and
second-order regret bound while provides additional negative terms — »,||p; — p;—1]. Besides
showing that the meta-regret is a constant for strongly convex and exp-concave functions following
the previous approach, with newly designed optimism, Yan et al. [2023] prove that the meta-regret
for convex functions can be roughly bounded by:

T T T N
o (\/ Ve + Y lxes, = xe-1i 5+ L7 e —peallf + L2 DD prillxe — Xt—ull%) -
t=1 t=1 t=1 i=1

The first term is the gradient variation, matching the optimal order of convex functions. Yan et al.
[2023] demonstrate that the remaining stability terms can be canceled through the collaboration
between the base and meta levels [Zhao et al., 2024] with the prior knowledge of the global smoothness
constant L, thus obtaining the near-optimal gradient-variation bounds for convex functions as well.
Nevertheless, the employed meta-algorithm already has a two-layer structure, resulting in a three-layer
structure for the overall algorithm, which is relatively complicated.

3.2 Key Challenges and Main Ideas

We aim to design a universal algorithm with the optimal gradient-variation bounds under generalized
smoothness, which exhibits two challenges. First, the Lipschitz condition of online functions is
unknown to the meta-algorithm, which requires the meta-algorithm to be Lipschitz-adaptive, provide a



second-order regret, and enable predictions with optimism. Second, the combination of the ensemble
method further complicates the estimation of smoothness constants, making it challenging to tune
algorithms properly and to cancel stability terms as Yan et al. [2023] did.

We tackle the second challenge by utilizing a function-variation-to-gradient-variation conversion to
derive the gradient-variation bounds at the meta level, drawing inspiration from the development of
dynamic regret minimization [Bai et al., 2022]. This conversion technique decouples the meta and
base levels, allowing us to avoid cancellation-based analysis. To illustrate, suppose a meta-algorithm
ensuring O(y/Y, (0s,s, — my,;,)?) provided optimism m,; = (my 1, ..., mq n). By setting 4, ;, =
fi(xei,) — fr(Xeer) and my ;. = fi—1(Xe4, ) — fi—1(Xrer), Where X,ef is a fixed reference point, the

meta regret bound becomes O(\/Zt[(ft (x¢,1) — fim1(%0,4)) — (fe(Xver) — fi—1(Xrer))]?). By the

mean value theorem, [(f;(x¢:) — fi—1(x¢,i)) — (fe(Xret) — fi—1 (Xref))]? equals the first term below,
which can be further upper bounded by the gradient variation:

(Y fe(6i) = Vfem1(6ri)s Xei — Xeer)]” < D? supye ||V fi(x) — V fio1(x)]3.

This technique brings hope for minimizing the convex functions. To develop a universal method, our
first attempt is to utilize MsMwC-Master [Chen et al., 2021] as the meta-algorithm, which satisfies
all the three requirements imposed by the first challenge. Nevertheless, the heterogeneous inputs
at the meta level present another challenge to this approach. The heterogeneity arises as we pass
ri; = fi(xe) — fe(xy,;) to the meta-algorithm for base-learner responsible for convex functions,
leveraging the conversion technique, while 7 ; = (V f;(x), Xt — X;,;) for base-learners minimizing
strongly convex functions. It remains unclear how to adapt MsMwC-Master [Chen et al., 2021] to
our heterogeneous inputs, as MsMwC-Master requires an £; as inputs, and the guarantee is for the
regret in the form of r, = (p;, £;) — £;. However, such an £; cannot be retrieved from our above
design. Fortunately, we observe that the Prod algorithms [Cesa-Bianchi et al., 2007; Gaillard et al.,
2014; Wei et al., 2016] are friendly to heterogeneous inputs. Technically, the Prod algorithms provide
the same guarantees as long as ) ev) PriTei < 0, thanks to the potential-based analysis. Therefore,
aside from the requirements of the first challenge, we expect that the meta-algorithm can be analyzed
similarly to the Prod algorithms, motivating us to design a new meta-algorithm. As a byproduct, we
present a universal algorithm with a two-layer structure under global smoothness with the developed
techniques. It is more efficient than that by Yan et al. [2023] and attains the optimal gradient-variation
guarantees for convex, strongly convex, and exp-concave functions, at a cost of additional function
value queries. We defer algorithms and regret bounds to Appendix C.5.

3.3 A New Lipschitz-Adaptive Meta-Algorithm

In Algorithm 1, we present our meta-algorithm, which builds on optimistic Adapt-ML-Prod [Wei
et al., 2016] and incorporates the clipping technique introduced by Cutkosky [2019] and further
refined by Chen et al. [2021]. This algorithm, described in the language of Prediction with Experts’
Advice (PEA), may be of independent interest beyond adapting to the generalized smoothness. Apart
for satisfying all expected requirements, this algorithm offers a simpler design, which does not require
a forced restart as opposed to MsMwC-Master [Chen et al., 2021].

This efficiency improvement is achieved through a simple self-confident learning rate in Line 6
of Algorithm 1, unlike that uses fixed learning rates and thus require restarts. In essence, our
approach incorporates the clipping mechanism by adding B? to the denominator and removing
the threshold on learning rates commonly applied in prior Prod algorithms [Gaillard et al., 2014;
Wei et al., 2016]. This term B? acts as a threshold, ensuring that 7 ; |7, ; — m; ;| < 1/2, a critical
condition in the analysis (typically satisfied when the Lipschitz constant is provided for prior Prod
algorithms). Lipschitz-adaptive algorithms may be sensitive to the choice of By, while in our case,
By = ©(1/(logT)) is sufficient and does not ruin the guarantees as the factor O(log log) is often
treated as a constant [Gaillard et al., 2014; Luo and Schapire, 2015]. Theorem 3 summarizes the
guarantee of Algorithm 1 and the proof is provided in Appendix C.3.

Theorem 3. Setting m;; = (pi,€i—1) — {y—1, in Algorithm I ensures that, for any i, € [N,
Zf:ﬂpn L) — Zthl ly3, is bounded as follows, where Br = max{ By, max;cr)||7: — Moo }-

T
0(( > (rea, —mai,)? +BT> (log(N) + log(Br + log T)) ><0< ZH& 0 1||2>




Algorithm 1 Lipschitz Adaptive Optimistic Adapt-ML-Prod

Input: prior information of the scale By, the number of experts /V.

1: Initialization: set w; ; = 1, my,;, =0andm ; = 1//1+ 4B3 forall i € [N].
2: fort =1to T do

Update the weight for i € [N] Wy,; = wy; exp(ne,imis);

_ Nt,i Wt i

B Zje[N] Ne,jWe,j

e

4:  Calculate decision p; € Ay with p; ; and submit it;
5

Receive 7, update B; = max{B;_1, ||7+ —M¢||oc }, and build 7 ; = my ; + Béjl (re,i —mus);

1 .
1+ (Fs,i—ms,:)2+4B2’

6:  Update the learning rate for i € [N]: 141, = \/

Mt+1,4
7: Update the weight for i € [N]: w1, = (wiqexp (neiFei — 07 (Fre —maq)?)) "o .
8: end for

Algorithm 2 Universal Gradient-Variation Online Learning under Generalized Smoothness

Input: curvature coefficient pool 7, number of base-learners N, prior information of the scale Bj.

1: Initialization: Send NV and By to the meta-algorithm, for A\ € #, initialize an algorithm in
Theorem 2 with it; initialize an algorithm in Theorem 1.

2: fort =1toT do

3:  Obtain p, from meta-algorithm, x; ; from each base-learner ¢ € [N];

4 Submit x; = Zie[N] Dt,iXt,is

5:  Receive f;(-) and send it to each base-learner for update;

6:  For strongly convex functions learners: set r,; = (V fi(x¢), Xy — X;.4);

7:  For convex functions learner: set 7, ; = fi(x¢) — fi(x¢,);

8:  Send myy1, = fi(xi) — fi(x¢,;) to the meta-algorithm for ¢ € [N].

9: end for

Our algorithm improves efficiency at the cost of an additional factor O(y/log V). This factor is
ignorable for universal online learning since we set N = O(log T'), and the factor O(loglogT) is
negligible. Considering other related Lipschitz-adaptive algorithms, Mhammedi et al. [2019] obtain
a regret bound of O(/Y",(r+,:,)? - (log(N) + loglog(B7T)) + By log(N)), which offers better
dependence on the dominant term /) _, (7, )? but it is unclear how to include optimism. Chen
et al. [2021] achieve a bound of O(\/>",(¢ri, — mu;,)? - log(NT) + Brlog(NT)) with a two-
layer algorithm; however, the O(+1/log T') term would ruin the desired O(log V) bound for strongly
convex functions. We remark that the compared methods enjoy other strengths not discussed here,
such as the ability to compete with an arbitrary competitor & € A and the versatility to handle
various learning scenarios, while our method is sufficient for our purpose and the only option to
tackle all the challenges as we mention in Section 3.2. Lastly, notice that the optimism m involves
the decision p;, which might be improper since p; depends on m; as well. We refer readers to
Appendix C.1 for efficiently setting m, through a univariate binary search.

We emphasize that optimism m; in our algorithm is not chosen arbitrarily. In Line 5, we clip the
regret with optimism to keep them on the same scale. The performance is then evaluated based on
the clipped regret 7; ;. For the analytical purpose, it is essential that (p;, 7;) < 0, and a sufficient
condition for this is ensuring (p;,m,;) < 0, which imposes an additional requirement on m;. In
Appendix C.2, we discuss how this requirement introduces challenges for exp-concave functions
minimization in universal online learning.

3.4 Overall Algorithm and Regret Guarantees

The function-variation-to-gradient-variation technique decouples the design of universal methods into
the base and meta levels, and we are ready to combine the proposed components together. We employ
algorithms in Section 2.3 as the base-learners and use Algorithm 1 as the meta-learner, concluding in
Algorithm 2. Theorem 4 presents its guarantee with the proof in Appendix C.4.

Theorem 4. Under Assumptions 1 - 2 and assuming a global lower bound such that f < fi(x)
forany x € Xt € [T), setting N = [log, T'| + 1, defining the curvature coefficient pool H =



{20=Y)T 1 i € [N — 1]}, and specifying By, Algorithm 2 simultaneously ensures:
O/ Vr -log Br), (convex),

REGT < —~ 9
O (% log Vr + G2, log”(Br)/\ + Brlog BT> ., (A-strongly convex),

where X\ € [1/T,1], By = O(max{Bo, D maxyc|r) supy ||V fi(x) — V fi_1(x)[|2}) and émax is
the Lipschitz constant on the optimization trajectory.

Without loss of generality, we assume A € [1/T,1] for strongly convex functions. If A < 1/7,
the optimal O((log Vi) /) bound would imply linear regret, in which case we would treat them as
general convex functions. If A > 1, our result is slightly worse than the optimal one by a negligible
constant factor. This simplification is also employed by Zhang et al. [2022a]; Yan et al. [2023].

Remark 1. This theorem additionally requires the lower bound of loss functions, which is used to
perform the binary search when setting the optimism. We defer the details of the binary search to
Appendix C.1. This assumption is also employed recently in parameter-free optimizations [Hazan
and Kakade, 2019; Attia and Koren, 2024; Khaled and Jin, 2024], and we can simply choose f = 0
in empirical risk minimization settings [Hazan and Kakade, 2019]. -

4 Applications

In this section, we demonstrate the importance of our results by providing two applications (SEA
model and online games), where new results can be directly implied from our findings.

4.1 Stochastically Extended Adversarial (SEA) Model

The stochastically extended adversarial (SEA) model [Sachs et al., 2022] interpolates adversarial and
stochastic online optimization. It assumes that the environments select the loss function f;(-) from a
distribution ®;. The adversarial nature is characterized by shifts in distribution ©;, and when D,
remains constant, the model captures the environments’ stochastic behavior. The following quantities
are introduced to measure the levels of adversarial and stochastic behaviors in environments:
T
2 2 2
Sy = Z SUP”VFt (x) = VE 1 (x)z] 010 = Z sup E[[|V fi(x) = VE(x)[l2]. 9

t—p XEX t—1 X€X

where we denote by F}(x) = Ef, .o, [f:(x)]. In above, ¥ . represents the adversarial shift of the
distribution, and 0%~ denotes the stochastic variance.

Sachs et al. [2022] prove an O(y/o?. + \/X3.) regret for convex functions, and a refined regret
bound of O((02,, + ¥2,,.)log(c2., + X2...)) for strongly convex functions is obtained by Chen
et al. [2023a]; Sachs et al. [2023], where 07, ,, = max;e(r) Supyex E[[|V fi(x) — VF,(x)||3] and
Y2 ax = Max/_; SuPyer||VF(x) — VF_1(x )||§ Yan et al. [2023] present a universal method
which can obtain O(y/02., + 1/32.,.) and O((02,,, + Efnax) log(o%.1 + X2 1)) bounds for convex
and strongly convex functions. However, these results require the global smoothness assumption.

Our result in Section 3 implies a new finding for the SEA model, relaxing the assumption from the
global smoothness to the generalized smoothness, while adapting to unknown curvature, summarized
in Corollary 1. The proof can be found in Appendix D.1.

Corollary 1. Under Assumptions 1 - 2 and assuming a global lower bound for the loss functions such
that f < fy(x) forany x € Xt € [T, setting N = [log, T'| + 1, defining the curvature coefficient
pool H = {271/T : i € [N — 1]}, and specifying By with a specific value, then, under the SEA
model, Algorithm 2 simultaneously ensures:

O((Voir+ 10g(GmaxD)), (convex),

E[REGT| <
{ @ (( O max + Emdx) log(gl T + 21 T)) (strongly COl’lVex),

where Ghax is the maximum empirical Lipschitz constant, o2 = Zthl Elsupyex ||V fi(x) —
VEx)|3]. and 51, = E[max;e(r) supye x|V fi(x) = VF(x)[[3]-




Note that, in real-world streaming learning applications, this corollary can offer a more generalized
depiction of data throughput with limited computing resources [Zhou, 2024; Wang et al., 2024],
given the connection between these scenarios and the SEA model [Chen et al., 2024, § 5.6]. Our
result depends on 2., a larger quantity than o2, but still can track the stochastic variance. This is
because our algorithm utilizes the information afterward x;_; to generate x;. We refer the interested
readers for this subtle issue to the discussion by Chen et al. [2024]. This dependence currently is
unknown how to improve even under the global smoothness condition since we need to leverage the
function variation to produce gradient variation, inevitably involving the afterward information.

4.2 Fast Rates in Games

Our second application explores the min-max game, aiming to achieve an e-approximate solution to
the problem minye y maxycy f(x,y) within an O(1/T) fast convergence rate. Here, we assume
that f(-,y) is convex for any y € Y, and correspondingly, f(x, ) is concave given any x € X.
Additionally, we assume that both X C R™ and ) C R™ are bounded convex sets. Pioneering
research [Syrgkanis et al., 2015] demonstrates that optimistic algorithms can reach a convergence
rate of O(1/T) by leveraging gradient variation. However, these results are limited to the global
smoothness condition. In this part, we demonstrate that our findings in Section 2 directly imply a
new algorithm that can exploit generalized smoothness.

Following the notations of Nemirovski [2004], we define Z = X x Y, z = (x,y) € Z and introduce
an operator F': Z — R™ x R™ with F(z) = (V< f(x,y), —Vy f(x,y)). We extend the concept of
{-smoothness to the min-max optimization setting as follows.

Definition 2 (/-smoothness for min-max game). A differentiable convex-concave function f :
X x Y — Ris called {-smooth with a non-decreasing link function ¢ : [0, +00) — (0, +00)

if it satisfies: for any z,,z, € Z, if 2,2y € B(z,%), then ||F(z,) — F(z2)|2 <

C(2||F(2)]) - |lz1 — 22||2, where B(z, ) denotes the Euclidean ball centered at point z with radius 7.

This definition is a counterpart to Definition 1 in the min-max game, but weaker as it does not require
the twice-differentiability requirement. The e-approximate solution (X, y+) to the min-max game is
formally defined by f(x4,y) — € < f(Xs,¥+) < f(X,¥4) + € forany x € X,y € ). To achieve
the fast convergence rate to the solution, indeed our result in Section 2 can be directly applied to the
min-max game and obtains the following tailored algorithm for min-max optimization:

2t =z (2 — 0 F(Z0)], Zeyr = Uz [2e — 0 F(24)] (10)

In above we set the optimism at the point z; in order to exploit the smoothness locally. We conclude
our result in Corollary 2, with the proof available in Appendix D.2.

Corollary 2. Assume that the convex-concave function f(X,y) is {-smooth, and the domain Z is
bounded with diameter D. By applying the tuning strategy described in Theorem I, and defining the

final approximated solution as z = % Zthl z:, where z; is generated by Eq. (10), we achieve an
e-approximate solution with a convergence rate of O(1/T).

5 Conclusion

In this paper, we provide a systematic study of gradient-variation online learning under the generalized
smoothness condition. We exploit trajectory-wise smoothness to achieve the optimal regret bounds:
O(\/ V) for convex functions and O(log V) for strongly convex functions, respectively. We further
consider more complicated online learning scenarios, motivating us to design a new Lipschitz-adaptive
meta-algorithm, which can be of independent interest. Hinging on this algorithm with the function-
variation-to-gradient-variation technique, we design a universal algorithm which guarantees the
optimal results for convex functions and strongly convex functions simultaneously without knowing
the curvature. In addition, our findings directly imply new results in stochastic extended adversarial
online learning and fast-rate games under generalized smoothness.

An important future direction for future research is to explore whether our method can be further
extended to accommodate the one-gradient feedback model, where the learner receives only the
gradient information of the decision submitted in each round. Another interesting problem is to
exploit the exp-concavity in gradient-variation online learning under generalized smoothness.
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A Related Work

In this section, we review the related work in gradient-variation online learning, the generalized
smoothness conditions, and the Lipschitz-adaptive algorithms.

A.1 Gradient-Variation Online Learning

The gradient-variation quantity defined in Eq. (2) is firstly introduced by Chiang et al. [2012] for global
smooth functions. Chiang et al. [2012] obtain O(1/Vr) and O(g log Vi) regret bounds respectively

for general convex and a-exp-concave functions. Zhang et al. [2022a] later achieve (’)(% log V)
result for A-strongly convex functions. Considering the non-stationary environments, Zhao et al.
[2020] study gradient variation under the dynamic regret, a strengthened measure that requires the
learner to compete with a sequence of time-varying comparators. Their work revives the study of
gradient-variation online learning, especially revealing the importance of the stability analysis in the
two-layer online ensemble. Their results are further improved in Zhao et al. [2024], where they only
require one gradient per round with the same optimal guarantees through the collaboration between
the meta and the base. For universal online learning [van Erven and Koolen, 2016], there are several
recent researches trying to derive the gradient-variation bounds in this context [Zhang et al., 2022a;
Sachs et al., 2023; Yan et al., 2023].

Gradient variation demonstrates its importance due to its close connection with many online learning
problems. Pioneering works [Rakhlin and Sridharan, 2013a; Syrgkanis et al., 2015; Zhang et al.,
2022b] demonstrate the importance of gradient variation via a useful property (Regret bounded by
Variation in Utilities, RVU) to achieve fast-rate convergences in multi-player games. Recently, Sachs
et al. [2022] and Chen et al. [2024] reveal that the gradient variation is also essential in bridging
stochastic and adversarial convex optimization.

However, all the mentioned works require the global smoothness assumption. As highlighted in
Proposition 2 in Appendix B, the smoothness condition is necessary to obtain the gradient-variation
bounds for algorithms with first-order oracle assumption [Nesterov, 2018]. Exceptions are that
Jacobsen and Cutkosky [2022]; Bai et al. [2022] obtain the gradient-variation bounds without the
smoothness assumption, but they require implicit updates [Kulis and Bartlett, 2010; Nicolo and
Francesco, 2020] per round, which may be inefficient under online settings. Our work considers
generalized smoothness, and we develop first-order methods to achieve gradient-variation bounds.

A.2 Generalized Smoothness

Generalized smoothness has received increasing attention in recent years since the analysis under
the standard global smoothness is insufficient to depict the dynamics of neural network optimization.
Based on the empirical observation for the relationship between the smoothness and the gradients
of LSTMs, Zhang et al. [2020b] relax the global smoothness assumption by (Lg, L )-smoothness
condition, which assumes || V2 f(x)||2 < Lo+ L1 ||V f(x)||2 for offline objective function f : X +— R.
With this new smoothness assumption, Zhang et al. [2020b] explain the importance of gradient
clipping in neural network training. There are a variety of subsequent works developed for different
methods and settings [Zhang et al., 2020a; Crawshaw et al., 2022; Reisizadeh et al., 2023; Faw
et al., 2023; Wang et al., 2023]. There are studies further generalizing the (Lg, L )-smoothness
condition. Chen et al. [2023b] introduce the a-symmetric smoothness condition, which symmetrizes
the (Lo, L1 )-smoothness condition and allows the smoothness to depend polynomially on the gradient.
Notably, Li et al. [2023] propose the /-smoothness, defined as || V2 f(x)||2 < £(||V f(x)]2). This
condition does not specify a particular form for the function ¢ : R — R, other than some mild
assumptions about its properties, thereby allowing great generality of this notion.

Telgarsky [2022] introduces the concept of (G, L)-quadratically bounded functions, which aims
to generalize the Lipschitz condition as ||V f(x)|l2 < G + L||x — x¢||2 with a reference point
xo € X. Though this notion covers the standard global smoothness condition, it lacks a detailed
depiction of the relationship between the smoothness and the gradients, hindering further research into
understanding the optimization dynamics such as the role of gradient clipping [Zhang et al., 2020b].
Jacobsen and Cutkosky [2023] investigate online convex optimization under this constraint such that
the online functions may be unbounded. However, it is unclear how to obtain the gradient-variation
regret in their context and using their methods.
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We also mention another generalization of the standard smoothness called the relative smoothness [Lu
etal., 2018]. A function f : X — Ris L-smooth relative function if f(x) < f(y)+(Vf(y),x—y)+
LDy, (x,y) for any x,y € int X, where h : X — R is a reference function with Dy, (x,y) denoting
the Bregman divergence. However, the global constant L is still required to tune the algorithm, and
studying this notion is beyond the scope of our paper.

A.3 Lipschitz-Adaptive Algorithms

The upper bound of gradients GG and the diameter of the bounded feasible domain D are often required
to build up online algorithms. An algorithm that requires the diameter D of the bounded feasible
domain D but not the upper bound of gradients is known to be Lipschitz-adaptive [Duchi et al., 2011;
Orabona and Pdl, 2018; Cutkosky, 2019; Mhammedi et al., 2019]. For the general OCO setting, to
the best of our knowledge, there are no Lipschitz-adaptive algorithm that ensures a gradient-variation
bound. When specialized to the Prediction with Experts’ Advice (PEA) setting [Cesa-Bianchi and
Lugosi, 2006], Chen et al. [2021] design a two-layer algorithm with a restarting mechanism that can
obtain a gradient-variation bound in PEA setting. In this paper, we develop a new Lipschitz-adaptive
algorithm with a lightweight design, which guarantees the gradient-variation bound as well and is the
only option for our purposes, to the best of our knowledge.

B Omitted Details for Section 2

In this section, we first provide a judgement of the necessity of smoothness for first-order online
algorithms in Appendix B.1. Next, we will provide proofs for the theorems in Section 2.3. In
Appendix B.2, we present the omitted discussion for the challenge in designing the algorithm for
exp-concave functions. We introduce a key lemma in Appendix B.3, which abstracts the key idea of
exploiting the generalized smoothness. Later, the proofs for Theorem 1 and Theorem 2 are provided
in Appendix B.4 and Appendix B.5, respectively.

B.1 Necessity of Smoothness

We first provide a lower bound on the convergence rate for first-order methods with convex functions.

Proposition 1 (Theorem 3.2.1 of Nesterov [2018]). There exists a G-Lipschitz and convex function
[ R Rwith ||x1 — x| < D where x, € argmin,cga f(x) such that

GD
X;) — min f(x) > ————,
f(xe) - min f(x) = 2(2 + /1)
for any optimization scheme that generates a sequence {x;} satisfying that
x: € x1 + Lin{Vf(x1),...,Vf(x¢-1)},

where Lin{ay, ..., a;} denotes the linear span of vectors ay, . .., a;.

Yang et al. [2014] prove the necessity of the smoothness to obtain the gradient-variation bounds with
convex functions using the first-order online algorithms. We formally present this idea in below.

Proposition 2 (Remark 1 of Yang et al. [2014]). The smoothness assumption for G-Lipschitz and
convex online functions f; : X — R is necessary for any online algorithms, whose decisions are
linear combinations of the queried gradients when no projections are made, and ensure:

T T
Z fe(xy) — )rcrél)r(lz fi(x) < O(\/ V) + constant,
t=1 t=1

with only c-T times gradient queries, with ¢ € N being a constant independent of T' and environmental
parameters, such as the Lipschitz constant and the smoothness constant.

Proof. We prove this proposition by contradiction. Assume that f; is non-smooth. Then consider a
special case where the algorithm projects the decisions onto X = R, i.e., no projections are made,
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and all the online functions are equal f; = --- = fp = f. Notice that, under such case, the gradient
variation is zero and therefore,

which implies X7 = £ Zthl x; approaches an O(1/T') convergence rate. Now it remains to check
whether this convergence rate contradicts with Proposition 1. Denoted by X1, . .., x.; the points that
the algorithm queries gradients on, because the decisions are linear combinations of the gradients
when no projections are made, then,

xrp € x1 + Lin{Vf(x}),...,Vf(xir)},

which indicates that, there exists a method which promises O(c¢/T) = O(1/T) convergence rate
under the protocol considered in Proposition 1, contradicting the lower bound. O

B.2 Challenge for Exp-Concave Functions in Regret Minimization

In Section 2, we design algorithms for convex and strongly convex functions respectively. How-
ever, the gradient-variation regret for exp-concave functions [Hazan et al., 2007] under generalized
smoothness has not yet been addressed. For online learning with global smooth functions, it has been
demonstrated that an O(d log V) regret is attainable for exp-concave functions [Chiang et al., 2012],
which is realized by an optimistic variant of the online Newton step algorithm [Hazan et al., 2007]
using the last-round gradient as optimism, i.e., M; = V f;_1(x;—1). However, it remains unclear how
to obtain a general optimistic bound of order O(d log D) with Dy = Zthl |V fe(x¢) — Myl|3 for
arbitrary optimism {M; }Z_,. Our technique for achieving gradient-variation regret under generalized
smoothness relies on a flexible setting for optimism (which may not be the last-round gradient)
and step size tuning (which requires a trajectory-wise stability analysis), making it challenging for
extension to exp-concave functions. We leave this as an open question for future research.

B.3 Lemma for Regret Minimization

Below, we present a lemma that leverages the local smoothness of the optimization trajectory to
derive gradient variation within the OMD framework. This lemma can be applied in the analysis of
both convex and strongly convex functions.

2, setting step

sizes satisfying that n11 < 1y and g, < 1/(4Et,1), where Zt,l =41 (2||V fi—1(Xe)||2), and by
choosing optimism as My = V f;_1(X;), the OMD in Eq. (4) ensures the regret bound:

Lemma 2. Under Assumptions 1 and 2, by selecting regularizer as 1 (x) = ﬁ |Ix

T T
1 - ~
Z<vft(xt)axt —x,) < Z 5 (”X* - XtH% — [Jxx = Xt—&-l”g)
t=1 t=1 21
T T
+2) Vi) = Va3 = 4T7t||xt — %3
t—1 t—1
D2 T T 1
< ——+2) mlIVfilxe) = Vici(x)3 =Y —lxe — %3, (D
2 ; 3 ; n 3

where X, € argmin, ¢ y ZZ;I f+(x) denotes the best decision in hindsight.

Proof. Following the standard analysis of OMD (Lemma 3), OMD with the optimism chosen as
M; = V fi_1(X;) ensures the following regret bound:

T

T 1 R R T R
D AVl xe = x0) <D 5 (I = Rell3 = [ee = Rewal3) + D melV filoxe) = Vfrr (R
t=1

t=1 2 t=1

TERM-A TERM-B
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|
t; 2 (1Re41 = xell3 + lIxe — ell3) -
TERM-C
The analysis for TERM-A is straightforward under Assumption 2:
1 1 D? D?
TERM-A < — — _— - — = —.
—lpe. =l + Z 5~ g I R3S g - Z 3 ") = 2

Next, we analyze the TERM-B under the generalized smoothness condition. By the basic calculation,
we can decompose the TERM-B into following two terms:

T T

TERM-B < QZntHVft(Xt) - Vftq(xt)l\% + 2znt||vft71(xt) - Vftq(it)llg, (12)

t=1 t=2

where the first term is the desirable gradient variation and the second term should be further ana-
lyzed under the generalized smoothness. Given the optimism setting and the step size tuning, we
demonstrate that x; and X; are sufficiently close to apply local smoothness:

IV fim1(Xe) |2
4Ly

In above, the first inequality is by the the Pythagorean theorem and the second inequality is by the
step size tuning. Therefore, we can apply Lemma 1 to bound the gradient deviation in Eq. (12) by

%t = Xell2 < e[|V fro1(Xe)[l2 <

T

T
> mllV () = Va2 <D meLioyxe — X5

t=2 t=2

Finally, combining TERM-A, TERM-B and TERM-C together, we obtain:

T 2

T
Z<Vft(xt)7xtfx*>S%szvﬁ(xa Va3 - Z e~ el

t=1

d 1
Z L7, — I —)lxe — %3

T

D? 1 ~
<5— QZﬁtHVft X¢) — Vft—l(Xt)H%—ZTHXt — %3,
207 = M
where the second inequality is by setting 1, < 1/ (4Et_1). Hence, we finish the proof. O

B.4 Proof of Theorem 1

Proof. The step size tuning in Eq. (7) in Theorem 1 satisfies the criterions for applying Lemma 2,

specifically that 731 < n; and 7, < 1/(4Zt — 1), where Zt,l =4;_1(2||V fi—1(X¢)||2)- Therefore,
by Lemma 2 and the convexity of loss functions, we obtain:

T
th(xt th (x:) < Z Vfe(xe), % — %x4) < Df +2Z77t||vft Xt) =V fi1(x2)13,
=1

t=1

where x, € arg min, ¢y Zthl f+(x). The first term can be bounded as follows,

2

D ~ D L D
% < 2Lmax D? + 5 1+ Zvat(Xt) = Vo1 (xe)|3 + 5 IV f1(x1)]]2

=0 (EmaxD2 + D\/VT) ,
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where we denote by Zmax = max¢(T) Zt. For the second term, we apply the self-confident tuning
lemma (Lemma 5) by choosing f(z) = 1/4/z in the lemma statement:

D||Vft(xt) = Vi (xd)ll3
14 DTV — Ve ()1

T
D mlVilxe) = Vi ()5 < Z
t=1

T
2D\ 14D [IVfolxs) = Vfomr () I3 + Dmax|[ Vi (x0) = Ve ()11

s=1
-0 (D\/VT + GmaXD>

where we use émax to denote the empirically maximum Lipschitz constant. The additional term
O(Gm&XD) results from the lack of knowledge about Grmax. However, we can improve this term to
O(Gmde) by incorporating the clipping technique [Cutkosky, 2019; Chen et al., 2021] into OMD
framework. In the main text, we avoid introducing this method to prevent complicating the approach
further. Our goal in the OMD introduction is to illustrate how to adapt to generalized smoothness at

the base level. The details of this refined approach are provided in Appendix B.6. O

B.5 Proof of Theorem 2

Proof. For A-strongly convex functions, we tune the step size as 7; = 2/(At 4 16 max,e—1 ES),

where we denote by Ly = £,(2||V f;(Xi41)]|) the locally estimated smoothness constant. By the
property of strongly convex functions and Eq. (11) in Lemma 2, we have:

T T T )\
th(xt) =Y (%) €D AV Filxa), X — %) — ol = x5
t=1 t=1

T T
1 - - A
<> o (I = Xell3 = 1% = Xe1all3) — §||X* = xe[342D mlVFilxe) = Vfia(x4)|3
t=1 =1

TERM-A TERM-B

T
- Z — %t — %ll% .
-1 4ny

TERM-C

Unlike in the case of convex functions, TERM-A involves negative terms derived from the strong
convexity of the loss functions, which require a slightly different analysis:

T
1 1 A
TERM-A < —||x, — %1||2 + e )Xy = X2 = Sxy — x
g Sl + (g gl Rl — e~
d by
< —|—4maxL —4 max L x, — %12 = Zllx, — x4
< Z e Tl = Kl = Gl =l
AD? A A
< — t 4D? . ?ég[% L+ Z Z”X* — X2~ §||X* —x|3  (bounded domain assumption)
< AD? D27 A, _ %2 < w2 2
<= t4 maerZ e — %13 (I = Xellz < 2[1x0 = xell5 + 2% — X l3)
AD? N
< S 4D Lo + Z il IV fo(xe) — Vo1 (%e)]2 (Lemma 4)

AD? ~ ~
< o +4D? Lypax + Zmllvft(Xt) — Viio1(X)3
=1
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T T
AD? ~
< S HAD L + Y 2|V i(xe) = Viima (k) I3+ Y 2|V o (x0) = Vfima (R0)]3,

t=1 t=1

where the last term can be cancelled by TERM-C, and the third term is in the same order of TERM-B.
Therefore, we only need to focus on TERM-B. For TERM-B, we follow the analysis of Chen et al.
[2024], who applies a simpler analysis for the self-confident tuning. First, we define:

T
a= | IVfilxi) = Vi1 ()13
t=1

Then by dividing the time horizon into [1, «] and [« + 1, T], we can upper bound TERM-B as:

o T
TERM-B < 2Znt||Vft(xt) — Vfioi(xe)]3 +2 Z IV fe(xe) = Vi1 (x0)]l3

t=1 t=a+1

[e] 1 T 1
<4y VA = Vi )3 +4 Y IV = Vi x)lB
t=1

t=a+1

Z ||Vftxt — VxR (13)

t= oz+1

y‘,_.

< 4(ma]| V1. (x) = ¥ faca () ) Z

s€[T]

< 16Gr2naxz )\t Mot 1) t;HHVft (x¢) — Vo1 (xo)ll3
1 2
< Gci\rnax( 1+ 11104) +=
16G?n « IGG?MX
< — = In (Z”Vft Xt) Vft_l(xt)||§+1> f»

where we use G ax to denote the maximum Lipschitz constant estimated empirically. Therefore:

T
th(xt th X* <O (Gmax 10gVT+LmaxD2+>\D2>
t=1

which finishes the proof. O

B.6 OMD Incorporating Clipping Technique

In Appendix B.4, an additional term O(G2,,, D) shows up in the final regret bound, which results
from the lack of knowledge about Gnax. In this subsection, we improve the term O(G?nax ) to
O(GmaxD) by incorporating the clipping technique [Cutkosky, 2019; Chen et al., 2021] into the
OMD framework. This modified OMD algorithm is defined as follows,

x¢ =y X =V fioi(x)],  Xepr =Tx X — mi8 (14)

where g; = Vf;_1(X:) + Bt L(Vfi(xt) — Vfi—1(X:)) is a clipped gradient with the maintained
threshold B; = max{Bo,maxse[t]HV fs(xs) = Vfs—1(Xs)||2}- Notice that, x; still updates from
X; in the same manner as illustrated in Theorem 1, therefore, we can apply the similar analy51s to it
when exploiting the smoothness locally. Correspondingly, we provided the following step size tuning:

. D2 1
fe = in 2 =1 (15)
Bf 1+ —1llgs — Vfs- nealka [ ] 4L, 4

where the key modification is that we add B?_, in the denominator to facilitate the tuning analysis

and we denote by L; = £;(2||V f;(X¢+1)||). The following theorem presents the guarantee.

19



Theorem 5. Under Assumptions 1 - 2, assuming online functions are convex, OMD presented in
Eq. (14) with the step sizes in Eq. (15) ensures that:

5D ~ ~
REG, < 7\/21/71 + 4L max D? + 5Gmax D,

where Vp = 23:2 SUpyex ||V i (x) — V fi—1(x)||3 is the gradient variations, Linax = maxye|r) L,

is the maximum smoothness constant over the optimization trajectory, and G.x is the maximum
empirically estimated Lipschitz constant.

Proof. First, we prove that the clipping technique incurs a constant in the regret bound:

T T

S VA xe = %) — Beoxe —x) = 30 PPN () - Vi () x - x)

t=1 t=1 By
T ~
< DZ(Bt — Btfl) = D(BT — Bo) = O(GmaxD)-
t=1
In the following analysis, we will focus on the regret associated with the clipped gradient g;.

Following the standard analysis of OMD (Lemma 3), and with simple calculations, we arrive at:

T 9 T T

N D _ o 1 o
D@ % x) < g 4D mlE - VAa)E Y 5 k%I 06)
t=1 UL =1 t=1

TERM-A TERM-B TERM-C

By the step size tuning, TERM-A can be bounded as:

T
~ D ~ ~
TERM-A < 2L,0, D? + | BT+ D lgs — Vi1 (%13
s=1
D T
T 2 A 5 )12
< 2Lpax D” + GmaxD + 5 ;”gs - vfsfl(XS>||2
T 2 ~ D o Bg—l o 2
= 2LmaxD* + Grax D + 5 82:; B? ||vfs(xs) - vfs—l(XS)HQ
- _ D | &
< 2LmaxD2 + GmaxD + 5\ Z”va(XS) - vfs—l()?s)”% . (17)
s=2

TERM-A-VAR

For TERM-B in (16), by the self-confident tuning lemma (Lemma 6) we obtain,
T

Z g — Vfi1(X0)I3 <D & — V fio1(X0)]3
t=1 \/33_1 + 308 — Vo1 (X3 t=1 \/Zi:ﬂ\gs — Vfs—1(X6)|13

T T
<2D, [ Y I8 — Vi1 Z)I3 < 2D, | SV Fi(xe) = Vo1 (Re)lI3 +2CrmaxD- (18)

t=1 t=2

T
TERM-B = D

TERM-B-VAR

Combine TERM-A-VAR in (17), TERM-B-VAR in (18), and negative term TERM-C in (16):

TERM-A-VAR + TERM-B-VAR — TERM-C

T T

5D |« - 1 -
2 IV Filxe) = Vi (xa)B+2 IV Fir () = ViaR)IE =D Tmnxt — X3

2
t=2 t=2 t=1
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5D | & 5D | &
=5 Q;HVft(Xt) - Viiax)l3 + - Q;HVft—l(Xt) — Vi1 (X3
T
1
—Z*HXt —%II%
i1 2
T T
5D 5D ~ N =~ ~
< VRV (2D Bl = %allf = 3 2( max L) xe — il
t=2 t=2 =0T

D 25 ~
< 57\/2% + 1—ZLWDZ,

where in the forth line we apply Lemma 1, and ub the final line, we apply the AM-GM inequality,
2vab — a < b. Combing each component together, we conclude the proof as:

T T T T
S7TRE) =D fulx) <D (VA% — %) £ (B %1 — X + 2GmaxD
t=1 t=1 t=1 t=1
5D — o~
S 7 2‘/T + 4LmaxD + 5GmaxD-

C Omitted Details for Section 3

In this section, we present the omitted details for Section 3. Appendix C.1 discusses how set the
optimism m; efficiently via a binary search. Appendix C.2 provides the omitted discussion for
the challenge in universal online learning with exp-concave functions. Proofs for the theorems in
Section 3 are included in Appendix C.3 and Appendix C.4. Appendix C.5 gives a simple universal
algorithm under the global smoothness condition, which improves the optimality and efficiency of
the method by Yan et al. [2023], at a cost of additional function value queries.

C.1 Discussion on Optimism

In this part, we discuss how to set the optimism m; that involves the decision p;. We present the
steps for incorporating the optimism and generating the decision p; in Algorithm 1 for reference:

N, iWt,i

Pti——— = - (19)
Zje[N] M, We, 5

{Dt,i = Wi, eXp(nt,imt,i)a

For more general consideration, we set optimism the as m; ; = f (Zie[ N PriXe,i) — h(xy;) where
f & — Ris a convex and continuous function and x; € X is a decision available before
setting the optimism. Notice that w; requires p; to update while p; is produced based on w ;,
resulting in a circular argument. Following Wei et al. [2016], the p; can be solved via the binary
search technique. We define @ = f (Zie[ N] ptiX;i). then the weight w, ; is a function of « as
We; () = wy ; exp(nei (@ — f(x¢,;))). Furthermore, with the update formulation in (19), the decision
N, i Wt,i (X
JE[N] m,j%t),j(a

function g(cr) = f(3;cn Pr,i()x;), solving the decision p is equal to solving g(a) = o

Py, 1s a function of « as well, with the formulation p, ; () = > 3 By introducing a

Below, we prove the existence of a solution to g(«) = a. Provided the lower bound f of function
f(-), and by the convexity of the function f(-), the searching range of « is restricted to f < a <
max;ecn){f(x;)}, and thus a is bounded. The continuity of the function f(-) implies the continuity
of the function g(«) as well. The choice of a = f results in (o) — a = f(3 ;¢ n) Pri()xi) —
J = 0, and the choice of a = max;en){/f(x:)} implies g(@) — a < 7,y Pei(@) f(x:) —
max;cn){.f(x:)} < 0, indicating that a solution to g(«) = « exists. By using a binary search within
[f, max;eny{ f(x:)}], we can approach o within an error O(1/T) in O(log T') iterations.
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The above argument requires the lower bound of the function f(-) to determine the searching
range over a. When considering a simpler case where f(x;) = {; and f(3 ¢y peiXi) =
Zie[N] pt,ils, we can omit the requirement for the lower bound because « falls within
[min,en){¢i }, max;cn){¥i }], because of the simpler structure of linear functions.

C.2 Challenge for Exp-Concave Functions in Universal Online Learning

In Section 3.4, we present Algorithm 2 that achieves gradient-variation bounds for convex and
strongly convex functions simultaneously. However, it does not guarantee such bounds for exp-
concave functions. Besides the challenges discussed in Section B.2, a new obstacle arises in
designing the meta-algorithm. We require optimism to satisfy (p;, m:) < 0, since we pass the
meta-algorithm with heterogeneous inputs, and therefore we set m; ; = fi_1(x¢) — fi—1(xy,) for
all the base-learners. This optimism design is suitable for strongly convex functions, as the term
\/Zt(ft—l (x¢) — fi—1(x¢,;))? introduced by optimism can be bounded by @max Doellxe — x4 2
cancelled by the negative term — >, A||x; — ¢ ; ||3 from strong convexity. However, for exp-concave
functions, the negative term —(V f;(x;),x; — x; ;)2 from exp-concavity may not be sufficient to

cancel v/, (fi—1(x¢) — fi—1(x¢,;))?. We leave this as an open problem for future exploration.

C.3 Proof of Theorem 3

In this subsection, we prove a slightly generalized version of Theorem 3, which does not specify
optimism and instead imposes conditions only on 7;. One can verify that the setting of optimism in
Theorem 3 satisfies the requirement of Theorem 6.

Theorem 6. By setting T ; such that Zfil priTes < 0, Algorithm 1 ensures that, for any i, € [N],
the regret ZtT:1 (pt, 1) — Zthl Ly i, can be bounded by:

T
(@) << Z(T“* —meq, )%+ BT> - (log(N) + log(Br + log T))) ,

t=1
where By = max{ By, max;cr) [Tt — m¢|[oo }-

Proof. First, we demonstrate that the clipping technique [Chen et al., 2021; Cutkosky, 2019] incurs a
constant in the regret bound:

T T T
o By N~ Bt —Bi
Y i = Tei = 3 Tei, — Meg, — 35 (rei, —mei) = ) —5 (T, — M)
t=1 t t=1 t

T T
By — By By — By
<> = B, s, —mea | <Y — B, | — Myl < Br — By. (20)
t=1 t=1
In below, we focus on the analysis associated with clipped regret 7; ;, . Following previous work [Wei

etal., 2016], we define W; = Zfil wy; to represent the summation of weights at time ¢. The quantity
W, can be realized as the potential to be analyzed. Next, we consider to upper bound In W ;.

By the inequality x < 2® + (o — 1) /e forx > 0, > 0, for any i € [IN], we have:

T4 1 i
wryts < (Wpypr,) "THLE 4 — i), 2D
’ ’ € \NT+1,i

Based on the updates in Line 7 of Algorithm 1, we bound the first term on the right-hand side as:

T4
— — 2 - 2
(wry1,s) 7T+ = wr; exp (nT,iTT,i — 07 (Fri = mri) )

= W ; exXp (77T,i (T —mr;) — 77%7 (Fri — mT,¢)2>

< wr; (1407, (Fri —mry)). (22)
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The last inequality is by exp(z — 22) < 1 + z for # > —1/2. This is a crucial condition needed to
be verified for Lipschitz-adaptive meta-algorithm. By the tuning of learning rates, and the clipping
technique, we control the range of nr ;(7r,; — mr,;) well:

Br_q

BT 1 1
= N1, By |TT7i_mT,i =

B — =
T1—23T1 2’

which meets the criterion for applying the mentioned inequality. By plugging inequality (22) into (21),
we can further analyze the weights for all experts at time 7'

ZwT+1z<Zsz (L+nr,i (Pri —mr;)) +Z <17Tl—1>
i=1

nri|Trs —mr,;

NT+1,i
N
nr,i

=" i (1= nrame) +zmwml+z i

= 77T+11

=1 1=1 = 1

N
<Y iir exp(—nramr, +znTszerl+z (77;7“_1)
= +1,i

1 i=1

N N

=D (znT,]wT,j)zpmﬁz (2 1)
N N )

<urr S (G -1),

nTJrl,z

where we apply 1 — x < exp(—x) for any = € R, and the last inequality is by the assumption in the
theorem statement that Zfil pr,iTr; < 0forany t € [T].

Now we are ready to upper bound W1 in an inductive style:

WT+1 ZwT+1Z<ZwT1+Z < nr,i . ) WT+Z ( nr,i _1)

NT+1,i NT+1,i
T N 1 n n
SW—F ( t,t _) N—|— ( t,1 _>’ (23)

where the last inequality is by the induction. It remains to analyze the last term, the deviations of the
learning rates. We present the following analysis tailored for the new learning rate setting, Vi € [N]:

nri 1+ 30 (P — mea)? +4B3
L L+ S0 (P — )2 + 4B

. 43% — 43%71 + (FT’i — mTl-)Q
L 3 (e — ma)® + 4B3

1 A4BZ —4B2_, + (Fr; —mrp;)?

<. —_ T (Fri = mei) (VT+z<1+1iz)
2 143, (Fr —mei)? + 4B,
1 O1,i A 42 2 - 2

= — - : — . (¢t,i = 4B — 4B 1 + (’I“tﬂ‘ — mt,i) Z 0)
2 1+ 4B+ Y0 b b

By Lemma 5 with the choices of f(z) = 1/x,a0 = 1 4+ 4B, a; = ¢:; in the lemma statement,
summing up the preceding inequality from 1 to 7 results in:

j : t,i ] 2 2 : = 2 2
<7 - 1) < W + ihl <1+4BT+ (T’tﬂ' —mt,i) ) - 51“(1—'—430)

=1\l t=1
2BZ 11 <1+(T+4)B%>

(24)

< —
—1+4BQ+2 1+4B?
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Now combining (23) and (24), we can upper bound In W ; as follows:

B2 1 1+ TB2
InWry <Iln{1+ r In In N. 25
. T“—n( T4 o (1+432>>+n (25)

In another direction, we lower bound In W1 > Inwp.1,;, with an inductive argument:

Inwry:, = (Inwr, + 01,714, — 77%1 (Fra, — mT,i*)2)

NT+1,i, NT,i,

1 B ,
= ——Inwr;, —nr., (Pri, —m7i,)” + 710,
N,k

T
2 —
Inw 4, E Mty (Teyi, — M, )™ + E Tt
771 . =1

= - Z??t,z; (Fei, —mua)* + Z Thi- (Wi, =1)
t=1 t=1

Rearranging the above equality with notice of Eq. (20), we have:

Zrtz* <Z7ﬂtz +BT

2
Mt iy rti*fmth) +

IIMH

1 B2 1 1+TB
n({1+—L _ 4+ —In T In N B
77T+17i*(n( +1+4B§+2€ <1+4BZ>)+H >+ E

where the second term is in the order of

( B2 + Z (res, —meq,)? - (log(Br + log(TBr)) + log N) ) .

As for the first term, by applying Lemma 6, it can be bounded as follows:

T
Z N, (T, — mt,i*)Q =
t=1

T _
(75, — My, )?

t=1 \/1+4B2+Zg 1(T51* mS,i*)Q

(i, = mei,)? 3
< t:* i <2, (14 (e, — mei,)?
=1 \/1 Zs:l(ﬁ?yi* - ms’i*)Q =1

T B2 T
=2,[1+ ) éi:;(rtvi* —mei, )2 <2 T+ (res, —mai,)>
t=1 v

Thus, the proof is complete. O

M=

C.4 Proof of Theorem 4

Proof. We first decompose the static regret based on the performance of base-learner i, into two
parts as presented in Eq. (8).

The base-regret is guaranteed by the corresponding base-learner via Theorem 1 and Theorem 2.
And we mainly focus on the analysis of the meta-regret by leveraging Theorem 6. First we are
required to verify the condition that > i€[N] D,iTe,; < 0. Without loss of generality, we assume the

1-st base-learner is for convex functions. Recall that we set r,; = (V fi(x;), x; — x¢ ;) for strongly
convex functions learners ¢ € [2, N|, ry1 = fi(x¢) — fi(%¢.1) for the convex function learner, and
optimism my ; = fi_1(x¢) — fi—1(x,;) for each base-learner i € [N], therefore we have:

Zptﬂ”m:(lfBél)(ft 1(X¢-1) Zptzft 1th)

i€[N] i€[N]
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(P (lx) = fixe) + Y pral VAl %= x00))

i€[2,N]

S( B 1)(Zpt1ft 1(X¢,0) Zptzft 1th>

i€[N]

+ (pt,1<ft(xt)axt —x41) + Z pt,i<vft(xt)axt — Xt,z'>) = 0.

i€[2,N]

Therefore, Theorem 6 is applicable in analyzing the meta-regret for universal online learning. In
follows, we prove the regret bounds for convex functions and strongly convex functions respectively.

Convex functions. By Theorem 1, the base-regret is bounded by O(v/Vr), as for the meta-regret,
by the setting of inputs and optimism, by Theorem 6, it is bounded by

B

META-REG < O( <(ft(xt) — ft(xt,l)) — (ft—l(xt) — ft—l(xt,l))>2 -Cr + Br 10gBT>

t

1

I
o
/N

(]~

((ft(Xt) - ft—l(Xt)) - (ft(Xt,l) - ft—l(Xt,l))>2 -Cr + Br logBT>

t=1

t=1

[
Q
—
(7~

(V€)Y s (€)% —x01)) - Cr + Brlog BT>

T
o (D Z SUEHVft(X) — Vfie1(x)[3 - Cr + Brlog BT) = O(\/ Vr - CT)>
t=1%€

where we denote by Cr = O(log(Br + log(BrT'))) and in the third line we apply the mean value
theorem. Combining the base-regret and meta-regret together, we concludes that the static regret

bound for convex functions is bounded by O(v/Vz -log(Br +log(BrT))), where By = O(Grmax D)
with G,ax denoting the maximum Lipschitz constant.

Strongly convex functions. For \,-strong convex functions with A, € [1/T, 1], by the construction
of the curvature coefficient pool H, there exists ¢, € [2, N] such that
Ai, A< 2),

With this specific i,-th base-learner, the base-regret can be upper bounded by O((log Vir)/A,) by
Theorem 2, up to a multiplicative constant of 2. The meta-regret can be bounded as follows:

T T
META-REG < ;(Vft(xt), X — X4,) — ; %th —x, |2
T ) T A ,
<0 ; (Vfe(xe)yxe —%e0,) — (fim1(xe) — fi1(x04,)))" - O — ; Sl = x5 + BTCT>
T T )\* )
<O ;<Vft(xt)axt =X, )2+ (Vfio1(&i, )X — %4, )2 - Cp — ; 7||Xt — X4, |5+ BTCT>

t=1

T T
Ax
O( max Z % — x4, 13- Cr — Z 7HXt — x4, |15 + BTOT>

2 2 2 2
CnaxCT | g1 BT> =0 (Gmaxr’g Br . Briog BT) :
*
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Algorithm 3 Universal Gradient-Variation Online Learning under Global Smoothness

Input: curvature coefficient pools Hsc, Hexp, number of base-learners N, optimistic Adapt-ML-
Prod [Wei et al., 2016] as the meta-algorithm, base-algorithms Acyx, Asc, Aexp-

1: Initialization: Pass N to the meta-algorithm, initialize a base-learner with A.,y; for A € Hy,
initialize a base-learner with Ay; for o € Heyp, initialize a base-learner with Aeyp.

2: fort =1to71 do

3:  Obtain p, from meta-algorithm, x, ; from each base-learner i € [N];

4:  Submit x; = Zie[N] DtiXt 45

5:  Receive V fi(x;) and send it to each base-learner for update;

6:  For strongly convex and exp-concave functions learners: set r, ; = (V fi(x), X, — X¢;);

7 For convex functions learner: set r; 1 = fi(x:) — fi(x¢1);

8 Send r; to the meta-algorithm;

9:  Send myt11 = fr(x¢) — fi(x¢1) and myy1; = 0,7 € [2, N] to the meta-algorithm.

10: end for

where we use Gax to denote the maximum Lipschitz constant on the optimization trajectory, treat

loglog T as constants, and By = O((A?maXD). In the fourth line, we again utilize the mean value
theorem. The fifth line follows from Lemma 7, which ensures that:

WV fio1(&t,i, ), % — Xe0,)| < max {[(V fi1(Xei, ) Xe — X0, |, (V fro1(xe), %0 — x40, |}

thus, our result depends on the Lipschitz constant on the optimization trajectory. In the last step,
we apply the AM-GM inequality. The above statements show that the meta-regret is bounded by
constants. With the base-regret guarantee, the proof for strongly convex functions is complete. [

C.5 A Simple Universal Algorithm under Global Smoothness

As a byproduct, our techniques can be used to design a simpler two-layer universal algorithm that
achieves the optimal gradient-variation regret bounds for convex, strongly convex, and exp-concave
functions simultaneously, thereby improving upon the results of Yan et al. [2023]. The crux involves
leveraging the function-variation-to-gradient-variation technique for convex functions, and following
the strategy of Zhang et al. [2022a] to demonstrate that the meta-regret is bounded by constants for
strongly convex and exp-concave functions, at a cost of O(log T') times function value queries per
round. Given the global smoothness constant and the Lipschitz constant, our algorithm does not need
to be Lipschitz-adaptive, thus suitable for more general optimism settings.

In Algorithm 3, we present this idea. In contrast to Algorithm 2, which is designed under the
generalized smoothness, this algorithm in addition can guarantee gradient-variation bound for exp-
concave functions. In below, we present the theoretical guarantees for Algorithm 3.

Corollary 3. Under Assumption 2, and assuming the loss functions are L-smooth and G-Lipschitz,
we set N = 2[log, T'| + 1. The curvature coefficient pools are defined as Hye = Heyp = {271 /T :
i € [(N —1)/2]}. By selecting suitable base-algorithms, for A\, a € [1/T, 1], Algorithm 3 ensures
the following results simultaneously:

O(/Vr - (loglogT)), (convex),

REGr < { O %log Vr + M) . (A-strongly convex),

O (LlogVr + %) , (a-exp-concave).

Proof. When assuming the Lipschitz constant G, optimistic Adapt-ML-Prod [Wei et al., 2016] can

ensure the meta-regret bounded by (’)(\/ Zzzl(rm —my ;)2 -loglog T), thus the dependence of
logarithmic terms is improved compared to Theorem 4. The proofs for convex functions and strongly
convex functions are nearly identical to the proofs for Theorem 4 in Appendix C.4; thus, we omit

them here. We highlight the importance of the function-variation-to-gradient-variation technique,
bounding the meta-regret of order O(/Vr - loglog T') without the cancellation-based analysis.

Next, we show that the meta-regret for o, -exp-concave functions is bounded by a constant. By the
construction of the curvature pool He.yp, there exists base-learner ¢, with the input curvature oy,
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satisfying that o;, < o, < 20, . Decompose the regret against this specific base-learner and by the
definition of exp-concave functions, we have:

T
(0%
META—REGZE <§ (V Y — —(V —x; ;)2
t:lft(Xt — fi( th* > 2 fe(xt), xt,z*> 2< Je(xe), % Xm*>

t=1

T
«
S O (\ Z Tt,i, — M, z* . log IOgT — §<Vft(xt), Xt — Xt,i*>2>
T

@ loglog T’
- O( Z (Vfi(xe), ¢ — x1,))* - loglog T — §<Vft(xt)axt - Xt,z‘*>2> <0 (gg) ,
t=1 a
where the second-to-last line follows from the settings that 7y ;, = (V fi(x;),x; — X ;,) and

my;, = 0, and we apply the AM-GM inequality in the final step. Therefore, by choosing the base-
algorithm that ensures the regret bound of (’)(ai* log V), we complete the proof for this theorem. [J

D Omitted Details for Section 4

This section provides the omitted proofs for our two applications.

D.1 Proof of Corollary 1

Proof. We prove this theorem in a black-box manner, thanks to the gradient-variation bound we
derive. By Theorem 4, for convex functions, Algorithm 2 ensures:

REGT§O< Zbupl\vft — VFi(x ||2+ZbuPHVFt( ) — VFt—l(X)H%),

t=1%€ t=2 X€X
where we decompose ||V f;(x) — V f;_1(x)||3 as follows:
O (IV fe(x) = VEX)|I3 + IVF(x) = VE_1(x)[5 + [IVF-1(x) = VA1 (x)[3) . (26)
Finally, by taking expectation on both sides and leveraging the concavity of the square root, we have:

E[REG?] <o< ZE[supHVft() VE(x ||2}+ZE[sup|vm vm_1<x>||§]>,

=2
which is in order of O(\/X% + \/57).

For strongly convex functions, as shown in Eq. (13) in the proof of Theorem 2, the multiplicative

factor Ginax can be replaced by a more refined factor max;c(r ||V fi(x¢) — V fi—1(x¢)||2. Then
Algorithm 2 can ensure the following bound for strongly convex functions:

T
REGT<(9<H€1aX|IVft(Xt) Vo1 (xe)ll3 - 10g<zsupllvft( ) — Vft—l(X)ll%))-

+ 2x€

By applying a similar argument as in Eq. (26) to decompose the gradient variation, taking the
expectation on both sides, and leveraging the concavity of the logarithm, we conclude the proof. [

D.2 Proof of Corollary 2

Proof. The step sizes for optimistic OMD in (10) is 7; = min{D, min,¢f, 4071(2HF1» GO }. By

the convexity and the concavity for the objective function f(-,-), for any z = (x,y) € Z, we can
linearize the gap for an c-approximate solution as f(X7,y) — f(x,¥71) < + Zthl (F(z¢),2¢ — 2).

Following the proof of Lemma 2, we can demonstrate that optimistic OMD in (10) ensures:

T 2 T T
max z; — 7| » 1 N
> (F(z), 2, — ) SO( etz — 2l +Z7lt||F(Zt)—F(Zt)H%—ZmHZt—ZtHg)-

=1 nr =1 =1
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The first term on the right-hand side is in the order of O(ZmaXDQ) by the step size configura-

tion, where Zmax denotes the maximum smoothness constant on the optimization trajectory. By
the /-smoothness in Definition 2, the second term can be bounded as ;|| F(z;) — F(z)|3 <
O(nels— g (2||Fs—1(Zs)||2)? - |z¢ —Z¢||3), which can be further cancelled by the negative terms. There-

fore, > t:1< (z¢),z: — z) is bounded by a constant, thus, the convergence rate to an e-approximate
solution is O(1/T), implying a fast convergence rate.

E Supporting Lemmas

E.1 Lemmas for Optimistic OMD

We first present the generic lemma for optimistic OMD with dynamic regret [Zhao et al., 2024],

which encompasses the standard regret by setting u; = ... = uy = X, € argmin Zthl fe(x).
Lemma 3 (Theorem 1 of Zhao et al. [2024]). Optimistic OMD specialized at Eq. (3) satisfies
T T

Z<Vft(xt Xt - ut Z Vft Xt — M, x¢ — §t+1> + Z (Dwt(utait) - D¢t(ut>§t+1))
t=1

t=1 t=1
T
> Dy, Res1,x4) + Dy, (%0, %))
t=1

where uy, ..., ur € X are arbitrary comparators in the feasible domain.

The next lemma, known as the stability lemma, establishes an upper bound on the proximity between
successive decisions in terms of the gradient utilized for updates.

Lemma 4 (Proposition 7 of Chiang et al. [2012]). Consider the following two updates: (i)
x = argmin,cy {(g,x) + Dy (x,¢)}, and (ii) X' = argmin,» {(g',x) + Dy(x,c)}. When
the regularizer 1 : X — R is A-strongly convex function with respect to norm ||-||, we have
Alx = x| < llg — &'ll+

E.2 Self-Confident Tuning Lemmas

In this part, we provide some useful lemmas when analyzing the self-confident tuning strategy.
Lemma 5 (Extension of Lemma 14 Gaillard et al. [2014]). Lef ag > 0 and a; € [0, B] be real

numbers for all t € [T| and let f : (0, —|—oo) [0,4+00) be a nonincreasing function. Then
S af (Siha) < B flao) + [550" f(u)du
Lemma 6 (Lemma 3.5 of Auer et al. [2002]). Let ay,...,ar and § be non-negative real numbers.

Then Zle\/ﬁ S 2( 5+ZZ:1 a/tf\/g>.

E.3 Technical Lemma

Lemma 7. Let f : X — R be a convex, twice differentiable function. Then for any x,y € int X and
A € [0,1], we have that:

(VIOx+ (1= Ny),x = y)| <max{|{(Vf(x),x =y, (Vf(y),x—y)}.

Proof. Define a function that ¢(t) = f(tx + (1 — ¢)y). For this univariate convex function,
we have ¢'(t) = (Vf(tx + (1 — t)y),x — y). By the convexity of ¢(t), there is |¢'(t)| <
max {[¢'(1)], |¢'(0) H
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