
Reinforcement Learning (RL)
• General RL methods obtain a single policy
• Some complex scenarios need a set of diverse 

policies 
– better exploration
– faster few-shot adaption
– greater robustness

How to efficiently obtain a set of high-quality policies 
with diverse behaviors is a challenging problem in RL
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Background and Motivation EDO-CS Method

EDO-CS Method

Evolutionary Diversity Optimization with Clustering-based Selection for Reinforcement Learning

Quality-Diversity (QD) algorithms
• a specific type of Evolutionary Algorithms (EAs)
• aims to return a set of high-quality solutions with 

diverse behaviors

• the inefficient selection results in the poor performance

Experiment

Clustering-based selection mechanism
• clusters the policies in the archive based on their behaviors
• selects a high-quality policy from each cluster

Policies selected 
by EDO-CS

Policies selected by 
existing method

Self-adjusting reproduction mechanism
• the objective function to be maximized

𝐽𝐽 𝛳𝛳 = 1 − 𝜆𝜆 𝐸𝐸 𝑅𝑅 𝜏𝜏 + 𝜆𝜆𝐷𝐷𝐷𝐷𝐷𝐷(𝛳𝛳)

The weight 𝜆𝜆 controls the trade-off between exploitation 
and exploration, we use multi-armed bandit to self-adjust it

EDO-CS shows superior performance 
on various control tasks
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