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Background and Motivation EGD Algorithm

Theoretical Analysis

Evolutionary Gradient Descent for Non-convex Optimization

Non-convex optimization
• Popular in many real-world tasks
• Hard to solve
– First order stationary point is global minima in 

convex optimization.
– However, it maybe saddle point in non-convex 

optimization.

How to efficiently escape saddle points and 
find second order stationary point is the key 

issue in non-convex optimization.

the ratio of the number of iterations of Multi-PGD and EGD until 
finding a solution with the value smaller than a threshold
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Evolutionary Algorithms
• Global convergence
• Low efficiency, especially in high 

dimension
Gradient Descent
• Perform well in high dimension 

and large scale tasks
• Converge to local optima generally

EAs and GD each has their advantages and disadvantages.

Gradient descent update or 
wait for mutation

Experiment

Theorem 2 give the 
iterations and 
probability of EGD 
to find 𝝐𝝐-second-
order stationary 
point.

Remark2 shows 
that when EGD is 
much better than 
baseline methods.

Can we get better algorithm for non-convex optimization by 
combining the merits of  EAs and GD?
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