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Background and Contribution

Although several algorithms for risk-sensitive RL exist, none of them addresses the
offline setting.

On the other hand, existing offline RL algorithms consider the average
performance criterion and are risk-neutral.

Present the first approach towards learning a risk-averse RL policy for high-stakes
applications using only offline data: the Offline Risk-Averse Actor-Critic
(O-RAAC).



Background and Contribution

Three components: a distributional critic that learns the full value distribution, a
risk-averse actor that optimizes a risk averse criteria and an imitation learner
implemented with a variational auto-encoder (VAE) that reduces the bootstrapping
error due to the offline nature of the algorithm.



Risk-averse RL

In risk-neutral RL, the goal is to find a policy that maximizes the expected discounted
sum of returns Edπ [

∑∞
t=0 γ

tR(·|s, a)].
In risk-averse settings, the goal is to find the policy π that maximizes
D[

∑∞
t=0 γ

tR(·|s, a)].

Conditional Value-at-Risk (CVaR): Using the distributional of value, recent work
used a Gaussian distribution.

Cumulative Prospect Theory or Exponential Utility.



Offline RL

The biggest challenge in offline RL is the Bootstrapping Error: a Q-function is
evaluated at state-action pairs where there is little or no data and these get propagated
through the Bellman equation. In turn, a policy optimized with offline data induces a
state-action distribution that is shifted from the original data.

Model-free: express the actor as the sum between an imitation learning
component and a perturbation model, regularizing the policies with the behavior
policy using the MMD distance or f-divergences.

Model-based methods with pessimistic MDP.



Distributional RL

Considering the distribution of value instead of mean of value.

Categorical representation: C51.

Quantile representation: QR-DQN.

Implicit Quantile Network (IQN).
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Distributional Critic
To learn the distributional critic, exploit the distributional Bellman equation of returns
Zπ(s, a) =D R(s, a) + γZπ(S ′,A′), the random variable S ′, A′ are distributed
according to s ′ ∼ p(·|s, a) and a′ ∼ π(·|s ′).
Use a target network ω’ and compute the temporal difference (TD) error at a sample
(s, a, s ′, r) as

with τ , τ ’ independently sampled from the uniform distribution.
The τ -huber loss:

and the critic loss:



Risk-averse Actor

prefer deterministic policies over stochastic ones because introducing extra randomness
is against a risk-averse behavior.
Consider parameterized deterministic policies πθ(s). Define the actor loss as:

there exists a quantile sampling distribution PD

and the CVaR:



Off-policy to Offline

Like BCQ, express the actor as the sum between an imitation learning component and
a perturbation model:

and the VAE loss:



O-RAAC
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Risk-neutral Offline
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Conclusion

DPG+BCQ+IQN...
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