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Terminology

® task: a problem needs RL Algorithm to solve
MDP = CMP + Reward Mechanisms

one-to-one correspondence between MDP and task
CMP: controlled Markov process

namely the dynamics of the environments
consist of state space, action space, initial state distribution, transition dynamics...

Reward Mechanisms: (s, a, ¢, t)
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Terminology(cont.)

® skill: a latent-conditioned policy that alters that state of the environment in a
consistent way

e there is a fixed latent variable distribution p(2)

® 7 ~ p(2) is a latent variable, policy conditioned on a fixed Z as a "skill”

[ ]

policy(skill) = parameter 6 + latent variable Z

a1 5 K % -
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Mutual Information

® mutual information (MI) of two random variables is a measure of the mutual
dependence between the two variables
* 1(z,9) = KL[p(z, 1) p(x)p(y)] = — [/ p(z, y) In 222 dady

Kullback-Leibler dlvergence a directed divergence between two distributions
the larger of MI, the more divergent between P(z,y) and P(z)P(y), the more dependent between

P(z) and P(y)

® or I(z,y) = H(z) — H(z | y)
H(y | z) = — [ p(z, y) np(y | 5)dydz

P
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Motivation

® Autonomous acquisition of useful skills without any reward signal.

® Why without any reward signal?
for sparse rewards setting, learning useful skills without supervision may help address challenges in
exploration
serve as primitives for hierarchical RL, effectively shortening the episode length
in many practical settings, interacting with the environment is essentially free, but evaluating the
reward requires human feedback.
it is challenging to design a reward function that elicits the desired behaviors from the
agent(without imitation sample, hard to design a reward funciton)

when given an unfamiliar environment, it is challenging to determine what tasks an agent should be
able to learn

hQikF LAVDA
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Motivation(cont.)

® Autonomous acquisition of useful skills without any reward signal.

® How to define "useful skills”?

consider the setting where the reward function is unknown, so we want to learn a set of skills by
maximizing the utility of this set

® How to maximize the utility of this set?

each skill individually is distinct
the skills collectively explore large parts of the state space
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Key Idea: Using discriminability between skills as an objective

® design a reward function which only depends on CMP

® skills are just distinguishable X
® skills diverse in a semantically meaningful way v/

action distributions X(actions that do not affect the environment are not visible to an outside
observer)
state distributions v/

bQikd LAVIDA
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How It Works

1 skill to dictate the states that the agent visits

one-to-one correspondence between skill and Z(for any certain time, parameters 0 is fixed)
7 ~ p(z), which means Z is different with each other
make state distributions depend on Z(vice versa.), then state distributions become diverse

2 ensure that states, not actions, are used to distinguish skills

given state, action is not related to skill
make action directly depends on skill is a trivial method, we better avoid it

3 viewing all skills together with p(z) as a mixture of policies, we maximize the
entropy H[A | 5]

® Attention: 2 maybe causes the network don't care input Z, but 1 avoids it; maybe
causes output(action) become same one, but 3 avoids it

FO)2 [(S:2)+H[A| S — I(A; Z] S)
(H[Z) - H[Z] 8) +H[A| S - (H[A| S| —H[A| S, )
Qikd =H[Z - H[Z| )+ H[A] S, 7] |
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How It Works(cont.)

F(0) £ 18, 2) + HIA| S| - [(A; Z] 9)
= (H[Z =H[Z] 8)) + H[A| S| = (H[A | §] = H[A[ 5, 7])
=H[Z -H[Z| S|+ H[A] 5,7

1 fix p(z) to be uniform in our approach, guaranteeing that is has maximum entropy
2 it should be easy to infer the skill z from the current state

3 each skill should act as randomly as possible

CEEES Al
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How It Works(cont.)

F(0) =H[A]S, 2 - H[Z] 5|+ H[Z]
= H[A | S, Z] + Ezwp(z),sww(z) [lOg p(z | 8)] - Ezwp(z) [logp(z)]
> H[A | Sv Z] + IEz~p(z),s~7r(z) [log q(b(z | 3) - logp(z)] £ g(e, ¢)

® G(0,¢) is a variational lower bound

N/ o
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Implementation

(s s s 1 EITITIG a
1

Sample one skill per
episode from fixed [ ======p=-====
skill distribution. ;a/t

® maxize a cumulative

pseudo-reward by SAC
ENVIRONMENT
St+1 ~ P(st+1 | st, ar) e pseudo-reward:
2 £5t+1

_____ s |
Discriminator estimates skill 1
from state. Update discriminator DISCRIMINATOR

to maximize discriminability. Q¢ z 5t+1)

qag(2 | st) 72($, a) = log Q¢(Z | s) —log p(2)
\ U_pda_te _skill_tp maximize
, discriminability.

Learning And Mining from DatA
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Algorithm

Algorithm 1: DIAYN

while not converged do

Sample skill z~ p(z) and initial state sy ~ po(s)

for t + 1 to steps_per_episode do
Sample action a; ~ g (ay | ¢, 2) from skill.
Step environment: si11 ~ p(Ser1 | Sty ar)-
Compute g4(z | si41) with discriminator.
Set skill reward 7, = log g4(2 | s1+1) — log p(2)
Update policy (#) to maximize r; with SAC.
Update discriminator (¢) with SGD.
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Applications

® adapting skills to maximize a reward
® hierarchical RL
L]

imitation learning

® unsupervised meta RL
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Motivation

® aim to do so without depending on any human supervision or information about
the tasks that will be provided for meta-testing

® assumptions of prior work X

a fixed tasks distribution
tasks of meta-train and meta-test are sample from this distribution

® Why not pre-specified task distribution?
specifying a task distribution is tedious and requires a significant amount of supervision
the performance of meta-learning algorithms critically depends on the meta-training task
distribution, and meta-learning algorithms generalize best to new tasks which are drawn from the
same distribution as the meta-training tasks

® assumptions of this work: the environment dynamics(CMP) remain the same

® "environment-specific learning procedure”

NANJING UNIVERSITY Learning And/Mining,from DatA
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Attention

this paper have been rejected(maybe twice)

this paper make some vary strong assumption when analysising:

deterministic dynamics(the "future work” of 2018, but authors maybe forget it...)
only get a reward when the end state(two case have been concerned)

® the expriment may be not enough and convincing

® there are something wrong (at least ambiguous) in the paper...

hQikF LAVDA
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Definition of Terminology and Symbol

® MDP: M= (S, A, P,v,p,r)

e CMP: C= (5,4, P,v,p)

® S: state space

® A: action space

® P: transition dynamics

® ~: discount factor

® p: initial state distribution

e dataset of experience(for MDP): D = {(s;, a;, 14,
® learning algorithm(for MDP): f: D — «

TEES LAVIDA
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Definition of Terminology and Symbol(cont.)

® for CMP: R(f,7.) = D i Brepi(ry o i) Doy T2(86 at)]

® evaluate the learning procedure f by summing its cumulative reward across
iterations

Ghixs LAlVioa
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Key ldea

® from the perspective of "no free lunch theorem™:
the assumption that the dynamics remain the same across tasks affords us an
inductive bias with which we pay for our lunch

® our results are lower bounds for the performance of general learning procedures

bQikd LAVIDA
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Regret for certain Task Distribution(given CMP)

® For a task distribution p(r), the optimal learning procedure f* is given by
f & argmax; By, [R(f.r2)]
® regret of a certain learning procedure and task distribution:
REGRET (f, p(r2)) 2 Ep(rz) [R(f )] — Ep(?"z) [R(f.72)]
® QObviously
f* = argmin/REGRET (f, p (r2))
and
REGRET (f*,p(r,) =0

® f should be the output of traditional "meta RL algorithm”

Ghixs LalVio
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Regret for worst-case Task Distribution(given CMP)

® evaluate a learning procedure f based on its regret against the worst-case task
distribution for CMP C:
REGRETwc(f, C) = max, ) REGRET (fip(r))

® by this way, we do not need any prior knowledge of p(r,)
e Attention: CMP may lead to inductive bias

Ghixs LalVio
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Optimal Unsupervised Learning Procedure

Definition

£ 2 argmin REGRETwc (f, C)
J

The optimal unsupervised learning procedure fi, for a CMP C'is defined as

® "unsupervised” means you do not need "reward”(like DIAYN)
® f¢ should be the output of our "unsupervised meta RL algorithm”
LIRS
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Optimal Unsupervised Meta-learner

Definition

The optimal unsupervised meta-learner 7*(C) = f, is a function that takes as input a
CMP (' and outputs the corresponding optimal unsupervised learning procedure fg:

F* £ arg min REGRETw ¢ (F(C), O)

T
® the optimal unsupervised meta-learner F* is universal, it does not depend on any
particular task distribution, or any particular CMP
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Min-Max

Learning procedure

r Task distribution r Returns —l

Regret(f,p) = Eyaskp(T) Z R(m;,task) — R(m}, task)
i
= f(ﬂ-i—lsta'Sk) <4— Update of a learning procedure.

m; = f*(m;_,, task)<— Update of the optimal
learning procedure.

m}n max Regret(f, p)
P

4%k %
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Analysis by Case Study

® Special Case: Goal-Reaching Tasks
® General Case: Trajectory-Matching Tasks

® in these case, we make some assumption such as deterministic dynamics, then
generalize it

2’ NANJING UNIVERSITY
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Special Case: Goal-Reaching Tasks

consider episodes with finite horizon T and a discount factor of v =1
reward: 7, (s;) 2 1(t=T)-1(s; = g)

*

CLEEY
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Optimal Learing Procedure for known p(s,)

e Define f; as the learning procedure that uses policy 7 to explore until the goal
is found, and then always returns to the goal state(fis a learning procedure,
which is something like SAC or PPO...)

e the goal of meta-RL (for known p(sy)): find the best exploration policy

® probability that policy 7 visits state s at time step t = T: p.(s)

® expected hitting time of this goal state:
1

P (sg)

® tips: "hitting time" means the epected number of episodes we need to make
our end-state to be the goal-state(explore by the given policy )

PR LAVDA
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Optimal Learing Procedure for known p(s,)(cont.)

o difinition of regret:

REGRET (fa p (Tz)) = IEp(rz) [R (f*v rz)] - IE;o(rz) [R (fv Tz)]

® regret of the learning procedure f;:

REGRET (£, p (r,)) = / HITTINGTIME; (s,) p (s,) ds, = / PpT(Z)) ds,
T g

® exploration policy for the optimal meta-learner, 7*, satisfies:

PT* (sg) = p(s) -
’ J\/p(sy)ds,

2 NANJING UNIVERSITY Learning And Mining from DatA
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Optimal Learing Procedure for Unknown p(s,)

Let T be a policy for which pX(s) is uniform. Then f is has lowest worst-case regret
among learning procedures in F.

(proof is straight by disproval)

® finding such a policy 7 is challenging, especially in high-dimensional state spaces
and in the absense of resets

® acquiring f; directly without every computing m

S
" NANJING UNIVERSITY Learning And Mining from DatA
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Optimal Learing Procedure for Unknown p(s,)(cont.)

® what we want: pl(s) is a uniform distribution

® how to do: define a latent variable z, make z and s7, and sample z from a uniform
distributions

® there exists a conditional distribution p(s7|z) (more detail later), change it to
maximize the mutual information:

max I, (s7; 2)
p(stlz)

® still need to make sure maximize the mutual information can make s uniform

a1 5 K % -

NANJING UNIVERSITY Learning And Mining,from DatA.



https://www.nju.edu.cn
https://www.lamda.nju.edu.cn

Optimal Learing Procedure for Unknown p(s,)(cont.)

Assume there exists a conditional distribution u(st | z) satisfying the following two
properties:

1. The marginal distribution over terminal states is uniform:
p(st) = [ (st | 2)p(z)dz = UNIF(S); and

2. The conditional distribution (st | z) is a Dirac:
Vz, s 3s, s.t. u(st | 2) =1(sr = s,).

Then any solution u(st | z) to the mutual information objective satisfies the following:

u(st) = UNIF(S) and  p(st|2) =1(s7 = s2).

PR LAVDA
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Optimal Learing Procedure for Unknown p(s,)(cont.)

how to get u(sr|z) ?

define a latent-conditioned policy p(a | s, 2)

then we have

(7, 2) = p(2)p (s1) Hp(3t+1 | st at) (e | 54, 2)

® get marginal likelihood by integrate the trajectory except st

w(sr, z) = /,u(T, z)dsiay -+ ap—1

divide by p(2) (which is a uniform distribution): u(st | 2) = %

e then make 7, (s7,ar) = logp(s7| 2)

TEEY LAVIDA
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Optimal Learing Procedure for Unknown p(s,)(cont.)

what wrong with it?
Lu(s132) = H[S7] = H[ST | 7]
= Ezwp(z),sTwp(sﬂz) [IOg H(ST | Z) — log M(ST)]
but... how to get log u(s7)?

(st 2) = H[Z) — H[Z | 51
= ]Esz(z),sTN;L(sﬂz) [log :UJ(Z | ST) — log M(z)]

log u(z | st) is also difficult to get(because we do not have u(sr)), but we can learn

wu(z | st) directedly, just like DIAYN

= NANJING UNIVERSITY
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General Case: Trajectory-Matching Tasks

® “trajectory-matching” tasks: only provide a positive reward when the policy
executes the optimal trajectory

HORSIEES

® trajectory-matching case is actually a generalization of the typical reinforcement
learning case with Markovian rewards

e hitting time and regret (for known p(7*))

HITTINGTIME, (+*) = —
7 (7%)
REGRET (fr, p(r-)) = [ HITTING TIME(7)p(r)dr) = [ ZZdr

NANJING UNIVERSITY Learning And/Mining,from DatA
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General Case: Trajectory-Matching Tasks(cont.)

for unknow p(7*), we have lemma, again

Let 7 be a policy for which w(7) is uniform. Then f; has lowest worst-case regret
among learning procedures in F.

and we maxize the object just the same as last time

I(7;2) = Hlr| = H[T | 4

S
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General Reward Maximizing Tasks

® that trajectory-matching is a super-set of the problem of optimizing any possible
Markovian reward function at test-time

® bounding the worst-case regret on R; minimizes an upper bound on the
worst-case regret on Ry ,:

min E [r-(7)] < min E;
T‘TERT TERs,a

Z (st at)]

¢ (bound is too loose, is it realy work?)

JEEES
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Algorithm

Algorithm 1 Unsupervised Meta-RL Pseudocode

Input: M \ R, an MDP without a reward function
D, < DIAYN() or Dy < random
while not converged do
Sample latent task variables z ~ p(z)
Define task reward r (s) using Dy(z|s)
Update f using MAML with reward r.(s)
end while
Return: a learning algorithm f : Dy — 7

Learning AndMiningfrom DatA
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Performance

Unsupervised meta-learning accelerates learning

2D navigation

NANJING UNIVERSITY Learning And Miningfrom DatA.
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Performance(cont.)

Comparison with handcrafted tasks

2D Navigation Half-Cheetah Ant
zrw -2 -
—— UML-DIAYN - y —— UMLDIAYN e ~—— UML-DIAYN
— UL Random — UMLRandom . — UML-Random
. —— VPG (scratch) - —— VPG (Scratch) - —— VPG (Scratch)
= = Handcrafted = Handcrafted = Handcrafted

2D Navigation Half-Cheetah Ant Navigation

hik
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Discussion: BEARER "TTMHE" —4&H7

o YHRBIFTHMIMNEELZZRETATE CMP ERATH, tmRiREEXT reward
mechanism RMEZEK, EREKRETEH task HFHEBEH CMP,

* BeTHEEXE "BEE CMP" B4R 7 X

* BEE{FEAHEM meta-RL B9, 80 PEARL, B5ZIXF CMP | context, FH
HRIFIX™ context i unsupervised meta-RL?

00 |
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Discussion: BEAGEH "BUME" —&H7

o Y H—EFHI®IF task distribution ZIHREME, KB EEMFIEIT task
distribution, E#EM CMP H13k158 prori knowledge., (ERXHRARTEIMFE
fN expert knowledge BT BEE .

* HRXEHEIFHIREE expert knowledge I environment dynamics BY AR, ?

e 7f Goal-Reaching Tasks #1, IR FiX goal state B EARE, i#E min-max H
REREIEABRYSI0%H, MEMRLNREFX.
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https://www.nju.edu.cn
https://www.lamda.nju.edu.cn

Discussion: Z5& EEM R, BEARERRHMEAXHUREE, ELEE
meta-RL F1MAE meta-RL FpF 414 ?

o WLAIERRY, TUE meta-RL MR ERER MHE (XHR CMP) /7,
RFEXHRBRGFE - "REAESERFRL TERIA B BEFRY learning

procedure”
o XEHZISMAAXMNERESE "BV RTSHRAAEER" X— /K&
L

* BREAUEAMEAITE, BN, EHAES—=M/KIZ, AmsIA

expert knowledge,

=4 Ll
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Discussion: - stochastic dynamics

* WIEHEIEZRY "future work”
o [E#E{E A context-based F7R dynamics

o HISLIMFERI A 5T L E M F1E stochastic dynamics, {(EREEE ZHIEISIE
|
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Thank You!

Learning And Mining from DatA.
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