


Problem Setting
We have: 

- (near optimal) trajectories from many tasks.
- a new task

We want to:
- help RL agent learn faster in the new task. 



Possible solution of this problem

• Meta-RL
• Agent can only interact with the new task, while meta-RL needs to 

interact with a set of training tasks.

• Meta-IL (meta-imitation learning)
• meta-IL needs expert demonstration in new tasks.



Solution----learn an action prior from the dataset

• Learn a generative model from the dataset
• We have (s, a) pairs from other tasks. We can model the dataset by a 

generative model                , which could help explore in the new task.
• A distribution can be written as a deterministic function with a noise as 

input:
• ~                    , where z is a unit Gaussian random variable.

Like a conditional GAN
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Gaussian policy we always use

Possible formulation

More impressive, especially in the multi-modal case Easier to optimize; the probability p(a|s) is tractable

✅ ❌



Solution----How to use the prior
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Solution----How to learn the prior
• Maximize likelihood estimation (MLE): max log_prob

• Given a pair (s, a), how to calculate p(a|s)?
• Recall:

• if we know p(x), and y = f(x), what p(y) is? 

• f should be invertible, thus, f should be monotonous w.r.t. x

• Adversarial training: introducing a discriminator
• the agent cannot retain full control over the action space

• action space in such a way will be restricted to the dataset.

• We want the prior model to:
• be capable of representing complex, multi-modal distributions 
• state-conditioned
• provide a mapping for generating “useful” actions from noise samples when learning a 

new task
• allow easier learning in the reparameterized action space without hindering the RL agent’s 

ability to attempt novel behaviors
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Solution: Using non-volume preserving (NVP) to construct invertible networks. 

✅
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Non-volume Preserving (NVP) 

x, y are D-dimensional vectors. s, t are functions from

NVP

Invertible Now !!



Method



Experiments----trajectories during exploration



Experiment----Performance 



Experiment----Sensitivity w.r.t. dataset size



Experiment---- Impact of train/test mismatch on performance


