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Summary 
The center of evolutionary computation consists of nature-inspired optimization algorithms 
such as genetic algorithms. These algorithms have been employed to solve sophisticated opti-
mizations widely, however, have no solid theoretical foundation for many decades.  
Dr. Yang Yu has been focusing on building theoretical foundation of evolutionary algorithms, 
covering fundamental questions of how to analyze the time complex? how good are the evolved 
solutions? what are the impact of their various operators? Further, grounded in the built theo-
retical foundation, he developed novel algorithms for solving two classes of hard problems, the 
subset selection problem and the non-convex Local Lipschitz Continuity problems. These al-
gorithms are now state-of-the-art for the two problems in both theoretical and empirical eval-
uations. More concretely, his three representatives research projects are: 
1. Developing tools for time complexity analysis of evolutionary algorithms. His work 

proposed the convergence-based analysis tool that can be applied to bound the time com-
plexity of a wide range of evolutionary algorithms. Further his work proposed the switch 
analysis that has been proved to be reducible to many previous analysis approaches, and 
can derive tighter time complexity bounds. The papers of this project have been published 
in Artificial Intelligence, IEEE TEC, etc. 

2. Developing the Pareto optimization for subset selection problems. Pareto optimization, 
born from theoretical analysis of evolutionary algorithms, is a novel way for solving the 
subset selection problems by solving an intermediate bi-objective optimization problem. 
Pareto optimization has been proved to be the best approximate algorithm for various 
forms of subset selection problems, and has been successfully applied to machine learning 
tasks including ensemble selection and sparse regression. The papers of this project have 
been published in Artificial Intelligence, NIPS, IJCAI, AAAI, etc. 



3. Developing the classification-based optimization for non-convex optimization. Classi-
fication-based optimization, born from statistical analysis of model-based evolutionary 
algorithms, has been proved to have polynomial time complexity for approximating Local 
Lipschitz Continuity functions, which cover a wide range of non-convex problems. His 
work further improved its scalability to high dimensions (>106) by sequential random 
embedding technique. It has been successfully applied to non-convex learning tasks in-
cluding robust classification and direct policy search in reinforcement learning. This re-
search has been published in AAAI, IJCAI, etc. 

The above work has been published in top-tier venues, particularly AI-related venues including 
Artificial Intelligence, IJCAI, AAAI, NIPS, KDD, etc. These papers received citations world 
widely, and even in Prof. Dietterich’s President's Address in AAAI’16. Dr. Yu was granted 
several awards/honors including the National Outstanding Doctoral Dissertation Award, China 
Computer Federation Outstanding Doctoral Dissertation Award, PAKDD'08 Best Paper Award, 
GECCO'11 Best Paper Award (Theory Track), IDEAL’16 Best Paper Award, etc. He was a 
Senior Program Committee member of IJCAI’17 and IJCAI’15, and a Publicity Co-Chair of 
IJCAI’17, IJCAI’16, and IEEE ICDM’16. 

Services 
• Associate Editor: 

Frontiers of Computer Science (Junior AE) 

• Senior PC Member: 
IJCAI 2017 (26th International Joint Conference on Artificial Intelligence) 
IJCAI 2015 (24th International Joint Conference on Artificial Intelligence) 

• Publicity Chair:  
IJCAI 2017 (26th International Joint Conference on Artificial Intelligence) 
IJCAI 2016 (25th International Joint Conference on Artificial Intelligence) 
MCS 2013 (11th International Conference on Multiple Classifier Systems) 

• Workshop Chair: 
ACML 2016 (8th Asian Conference on Machine Learning)  

• Workshop Organizer:  
AWRL 2016 (1st Asian Workshop on Reinforcement Learning) 
ECOLE 2014 (1st Chinese Workshop on Evolutionary Computation and Learning) 
ECOLE 2015 (2st Chinese Workshop on Evolutionary Computation and Learning)  
MLChina 2015 (2nd Workshop on Machine Learning in China) 

• Tutorial: 
IJCAI 2013 Tutorial: "An Introduction on Evolutionary Optimization: Recent Theo-
retical and Practical Advances" (with Ke Tang, Xin Yao and Zhi-Hua Zhou) 

Awards and Honors 
• IDEAL 2016 Best Paper Award (with Chao Qian and Zhi-Hua Zhou) 

• Microsoft Research Asia Collaborative Research Award, 2015 

• China National Outstanding Doctoral Dissertation Award, 2013 

• ACM SIGKDD 2012 Best Poster Award (with Sheng-Jun Huang and Zhi-Hua Zhou) 

• China Computer Federation Outstanding Doctoral Dissertation Award, 2011 

• GECCO 2011 Best Paper Award (Theory Track) (with Chao Qian and Zhi-Hua Zhou) 



• PAKDD 2008 Best Paper Award (with Zhi-Hua Zhou) 

• Microsoft Fellowship Award 2007 

• PAKDD 2006 Data Mining Competition (Open Category): Grand Champion, (with 
De-Chuan Zhan, Xu-Ying Liu, Ming Li, and Zhi-Hua Zhou) 
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