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Historical review of deep learning
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* Google and Baidu announced their deep
learning based visual search engines (2013)

— Google

* “on our test set we saw double the average precision when
compared to other approaches we had tried. We acquired
the rights to the technology and went full speed ahead
adapting it to run at large scale on Google’s computers. We
took cutting edge research straight out of an academic
research lab and launched it, in just a little over six months.”

— Baidu




Historical review of DL (con’t)
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* Deep learning achieves 99.47% face verification
accuracy on Labeled Faces in the Wild (LFW),
higher than human performance

Y. Sun, X. Wang, and X. Tang. Deep Learning Face Representation by Joint
Identification-Verification. NIPS, 2014.

Y. Sun, X. Wang, and X. Tang. Deeply learned face representations are
sparse, selective, and robust. CVPR, 2015.



Major types

Decp Boltzmann Machine

Deep Beliel Network

Deep Boltzmann machine:

Auto-encoder:




Major types

Convolutional neural networks:
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Autoencoder

autoencoder

restricted Boltzmann machine
a type of associative memory network

Ilidden units

Visible units
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[image from http://en.wikipedia.org/wiki/Restricted_Boltzmann_machine
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[image from [G. E. Hinton and R. R. Salakhutdinov, Science 2006]]



Autoencoder

autoencoder
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PCA autoencoder

[image from [G. E. Hinton and R. R. Salakhutdinov, Science 2006]]



CNN

Convolutional Neural Networks (CNN/LeNet)
for general image feature extraction

Inpuct layer (S1) 4 feacure maps

1 (Cl1) 4 feature maps (S2) 6 feature maps (C2) 6 feature maps

Q-

I convolution layer l sub-sampling layer l convolution layer l sub-sampling layer l fully connected MLP |

[image from http://deeplearning.net/tutorial/lenet.html]
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[image from http://deeplearning.net/tutorial/lenet.html]
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CNN

Subsampling layer

[image from http://deeplearning.net/tutorial/lenet.html]
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CNN

Convolutional Neural Networks (CNN/LeNet)
for general image feature extraction

Inpuct layer (S1) 4 feacure maps

1 (Cl1) 4 feature maps (S2) 6 feature maps (C2) 6 feature maps
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[image from http://deeplearning.net/tutorial/lenet.html]
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Activation functions (con’t)
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And many more ...
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CNN Tricks

Must Know Tips/Tricks in Deep Neural Networks (by Xiu-Shen Wei)

Deep Neural Networks, especially Convolutional Neural Networks (CNN), al.lows computational mode!ls
that are composed of multiple procassing layers to learn representations of data with multipla levels of
abstruction. These methods have dramatically improved the state-of- te-arts o visual ubjeel reeogrition,
object detection, text recognition and many other domains such as drug discovery and genomics.

In addition, many solid papers have been published in this wpic, and some high qualily open souree CNN
software packages have been made available. There are alsc well-written CNN tutorials or CNN scftware
marnals. However, it might lack a recert and comprehensive siummary about the details of how ta implement
an excellent deep convolutional nearal networks frorm serateh. Thus, we collected and coneluded many
implementation detgils for DCNXNs, Here we will introduce these extensive implementation details,
i.e., tricks or tips, for building and training your own deep networks.

L ———————————————WETTT
@ Data augmentation @ Regularizations
& Pre-processing ™ Insights from figures
© Initializations ™ Ensemble

& During training

1 Activation functions

http://lamda.nju.edu.cn/weixs/project/ CNNTricks/ CNNTricks.html
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4.94% (DL) vs 5.1% (human)

Geoffrey E. Hinton

University of Toronto

IMAGENET

Fei-Fei Li
Stanford University



CNN toolbox

~ MatConvNet (Oxford University)
« Caffe (UC Berkeley)
« Torch (Facebook & NYU)

MatConvNet Home  Getting Started

MatConvNet: CNNs for MATLAB

R -ttt

LAVIDA

Leaming And Mining from DatA

Caffe

Deep learning framework
by the BVLC

Created by

Yangqing Jia
——— ~—

* " toch

A SCIENTIFIC COMFPLUTING FRAMEWORK FOR LUAJIT

deeplearning.net



http://deeplearning.net

NVIDIA-GPUs L ANbA

Leaming And Mining from DatA

DEEP LEARNING

NVIDIA Fome » Froducts = NVIEIA C S5 1 Subscribe

VDI DUA-1.8

THE WORLD'S FIRST DEEP LEARNING
SUPERCOMPUTER IN A BOX
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Some Applications
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Input image

; Pre-trained CNN  Activations  Normalization Spatial pyramid The Fisher Vector encoding
(Any resolution)

Pre-trained model as feature extractor

An SCDA feature

. ~ (d) Descriptor
(b) Convolutional (c) Descriptor aggregation

activation tensor selection

(a) Input image

Fine-grained image retrieval



Some Applications

R-CNN: Regions with CNN features

1 warped region

aeroplane? no.

person? yes.

A0 1z L , tvmonitor? no.

1. Input 2. Extract region 3. Compute 4. Classify
image proposals (~2k) CNN features regions

Object detection
CNN Features
e e D
Input T — _ e P —

DeepProposal convolutional layers ‘

’”

— (S

3rd stage of cascade on

1st stage of cascade on Conv3 2nd stage of cascade on Conv3 cdgemap from conv2 object proposals
. 7

DeepProposal




Some Applications

forward /inference

backward/learning

21

Semantic segmentation
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and representation  mapping

Super-resolution



Some Applications
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Fine-grained classification

Object segmentation



Some Applications

Fosters_Tern



Some Applications

Face recognition

Action recognition



Some Applications

A cat is sitting behind some|books

Image caption

Chinese_New_Year Keene_Pumpkin Sapporo_Snow_Festival

Automatic driving Cultural event recognition



Some Applications

Multimodal Linguistic Regularities

- blue + red =

¥ W - blue + yellow =

- yellow + red =

B/
g et
Y B

[Kiros et al.,, TACL 2015]

- white + red =




Some Applications

Multimodal Linguistic Regularities

Nearest images

- day + night =
- flying + sailing = |

- bowl + box =

[Kiros et al.,, TACL 2015]



Some Applications: NLP

How does CNN apply to NLP?

Conv. and Pool.
Text length

— |

Some text

import java.util.*;i ]
import java.awt.ev |
import javax.swin. :> cee .

In the Breakpoints
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breakpoint labels an L || i

org.eclipse.jdt.intern ||
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Feature conversion Convolutions Pooling Fully connected

Effective Use of Word Order for Text Categorization

with Convolutional Neural Networks Character-level Convolutional Networks for Text
Classification™
Rie Johnson Tong Zhang
RJ Research Consulting Baidu Inc., Beijing, China Xiang Zhang  JunboZhao  Yann LeCun
Tarryt()wn’ NY, USA Rutgers University’ Pjscataway’ NJ, USA Courant Institute of Mathematical Sciences, New York University
, . . 719 Broadway, 12th Floor, New York, NY 10003
riejohnson@gmail.com tzhang@stat.rutgers.edu {xiang, junbo.zhao, yann}@cs.nyu.edu




Transformation for text

One-hot encoding

“I love it > x=[00100]/00001]/00010]"

v={“d0n,t,,, “hate,’, (‘I’), “it,,, ((Iove)l}



Transformation for text

Seq-CNN for text

“I love it.” » ro(x) =
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v={“d0n,t,’, “hate”, ((I)), “it,,, ((Iove))}
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Transformation for text

bow-CNN for text

“I love it.” > ro(x) =

v={“d0n,t,,, “hate”, (‘I”, “it,,, ((Iove)l}
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More for text

4 activation function

Shallow-CNN oot !
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More for text

Deep-CNN
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Convolutions Max-pooling Conv. and Pool. layers Fully-connected

Figure courtesy of [Xiang Zhang et. al, NIPS’ 5]



