
Lecture	
  9b:	
  Data	
  Mining	
  I	
  
Feature	
  Processing	
  II
http://cs.nju.edu.cn/yuy/course_dm14ms.ashx

Data Mining for M.Sc. students, CS, Nanjing University
Fall, 2014, Yang Yu

http://cs.nju.edu.cn/yuy/course_dm13ms.ashx
http://cs.nju.edu.cn/yuy/course_dm13ms.ashx


Example: Face recognition

[image from http://commons.wikimedia.org/wiki/File:Fisherface_eigenface_laplacianface.GIF]

Basis of eigenface (PCA):

Basis of Fisherface (LDA):

PCA and LDA are commonly used to extract features 
for face recognition.

http://commons.wikimedia.org/wiki/File:Fisherface_eigenface_laplacianface.GIF
http://commons.wikimedia.org/wiki/File:Fisherface_eigenface_laplacianface.GIF
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Manifold learning



Manifold learning

A low intrinsic dimensional data embedded in a 
high dimensional space

cause a bad distance measure



Manifold learning

ISOMAP

1. construct a neighborhood 
graph (kNN and 𝜀-NN)

2. calculate distance matrix 
as the shortest path on the 
graph

3. apply MDS on the distance 
matrix



Manifold learning
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from [Intro. ML]



1. find neighbors for each instance

2. calculate a linear reconstruction for an instance

3. find low dimensional instances preserving the 
reconstruction

Manifold learning

Local Linear Embedding (LLE)：

6.8 Locally Linear Embedding 135

to the dataset and the whole algorithm needs to be run once more using
N + 1 instances.

6.8 Locally Linear Embedding

Locally linear embedding (LLE) recovers global nonlinear structure fromlocally linear

embedding locally linear fits (Roweis and Saul 2000). The idea is that each local
patch of the manifold can be approximated linearly and given enough
data, each point can be written as a linear, weighted sum of its neighbors
(again either defined using a given number of neighbors, n, or distance
threshold, ϵ). Given xr and its neighbors xs(r) in the original space, one
can find the reconstruction weights Wrs that minimize the error function

Ew(W|X) =
∑

r

∥xr −
∑

s

Wrsx
s
(r)∥2(6.45)

using least squares subject to Wrr = 0,∀r and
∑

s Wrs = 1.
The idea in LLE is that the reconstruction weights Wrs reflect the in-

trinsic geometric properties of the data that we expect to be also valid
for local patches of the manifold, that is, the new space we are mapping
the instances to (see figure 6.10). The second step of LLE is hence to now
keep the weights Wrs fixed and let the new coordinates zr take what-
ever values they need respecting the interpoint constraints given by the
weights:

Ez(Z|W) =
∑

r

∥zr −
∑

s

Wrsz
s∥2(6.46)

Nearby points in the original, d-dimensional space should remain nearby
and similarly colocated with respect to one another in the new, k-dimensional
space. Equation 6.46 can be rewritten as

Ez(Z|W) =
∑

r ,s

Mrs(z
r )Tzs(6.47)

where

Mrs = δrs −Wrs −Wsr +
∑

i

WirWis(6.48)

M is sparse (only a small percentage of data points are neighbors of a
data point: n ≪ N), symmetric, and positive semidefinite. As in other
dimensionality reduction methods, we require that the data be centered
at the origin, E[z] = 0, and that the new coordinates be uncorrelated
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Manifold learning
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Manifold learning

more manifold learning examples



Manifold learning

more manifold learning examples



Other feature extraction methods

autoencoder

[image from http://en.wikipedia.org/wiki/Restricted_Boltzmann_machine

restricted Boltzmann machine
a type of associative memory network

http://en.wikipedia.org/wiki/Restricted_Boltzmann_machine
http://en.wikipedia.org/wiki/Restricted_Boltzmann_machine


Other feature extraction methods

autoencoder

[image from [G. E. Hinton and R. R. Salakhutdinov, Science 2006]]



Other feature extraction methods

autoencoder

[image from [G. E. Hinton and R. R. Salakhutdinov, Science 2006]]

PCA autoencoder



Other feature extraction methods

Convolutional Neural Networks (CNN/LeNet)

[image from http://deeplearning.net/tutorial/lenet.html]

for general image feature extraction

http://deeplearning.net/tutorial/lenet.html
http://deeplearning.net/tutorial/lenet.html


Other feature extraction methods

Convolution layer

[image from http://deeplearning.net/tutorial/lenet.html]

sparse connectivity shared weights

http://deeplearning.net/tutorial/lenet.html
http://deeplearning.net/tutorial/lenet.html


Other feature extraction methods

Subsampling layer

[image from http://deeplearning.net/tutorial/lenet.html]

http://deeplearning.net/tutorial/lenet.html
http://deeplearning.net/tutorial/lenet.html


Other feature extraction methods

Convolutional Neural Networks (CNN/LeNet)

[image from http://deeplearning.net/tutorial/lenet.html]

for general image feature extraction

http://deeplearning.net/tutorial/lenet.html
http://deeplearning.net/tutorial/lenet.html


A summary of approaches

from [Intro. ML]

feature processing

feature selection feature extraction

filter wrapper

correlation
search 

methods

information

distance

classifier

PCA

MDS

LDA

Manifold
unsupervised


