Dataset Metrics Source TPT Ours
Flower Acc(%) 6699 6918 72.97
Time cost(s) 9.80 385.19 52.41
. Acc(%) 4439 4687 4475
Time cost(s) 7.07 19318  30.72
oot Ace(%) 8817 8717  89.64
cts Time cost(s) 4.64 37027  31.54
Acc(%) 6503 67175 6722
UCKIOL e cost(s) 1085 46221 53.92
Acc(%) 9294 9393 94.07
Caltechl01 1y Ccost(s) 9.8 30833 39.32
Acc(%) 8381 8477 8472
FoodlOI v e costs)  55.18 512825 33030
urosar | Acc() 4122 4292 4720

Time cost(s) 18.73 1354.51 51.46

Table 1: The time consumption and accuracy in other
datasets with ViT-B/16.

Experimental Details

All experiments are repeatedly conducted with one NVIDIA
A800 GPU with a random seed setting from 0O to 4. In this
section, we introduce experimental settings and baseline im-
plementations as follows.

For experimental settings, we directly choose CIFAR-C
and TinyImageNet-C datasets, which contain 15 different
corruptions, as our test sets to evaluate the performance of
pre-trained CLIP model without any training process. We
split up 15 different domains to conduct 15 independent ex-
periments, alleviating model bias and adapting to data bias
each domain separately.

For all comparison methods, we referred to their official
implementation and reported hyperparameters in their orig-
inal paper. When the hyperparameters on the correspond-
ing dataset are not provided for one method, we will further
tune the hyperparameters for it. Following previous study,
each method is optimized by Adam Optimizer if not specif-
ically stated and adopts the pre-trained CLIP where the vi-
sual backbone model is ViT-B/16. The details are shown as
follows:

e CLIP sets "a photo of a” as their hand-crafted prompt for
all datasets.

» TPT sets "a photo of a” to their hand-crafted prompt and
the learning rate to 0.005 for all datasets. The number
of augmented views is set to 64 and we set the number
of confidence selections to 6, which are used to update
the prompt, for all datasets. Moerover, after updating the
model with a single sample and providing predictions,
we reset the model back to its initial state.

* Different from TPT, TPT-Continual continuously up-
dates the prompt with all the samples in a single domain.
* ADAPROMPT sets the learning rate to 0.005 and buffer
size to 64 for all datasets. The confidence threshold is
set to 0.7 for all datasets. Moreover, we set three distinct

hand-crafted prompts for ensembling, which are ’an im-
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age of a”,”a colorful image of a” and “a noisy picture of
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Figure 1: Average performance of different hand-crafted
prompts on the CIFAR-10-C dataset.

Detailed Results

Detailed results with CIFAR-C and TinyImageNet-C
datasets. For space reasons, we only present the results on
the CIFAR-C and TinylmageNet-C datasets omit the stan-
dard deviation term in the paper. Here we first give the de-
tailed results of CIFAR-C with corruption level 3 and 5 in
Table 2. Then we present the TinyImageNet-C dataset with
corruption level 3 in Table 3.

Comparison of performance and time for more datasets.
Futhermore, additional experiments are conducted, as shown
in Table 1. The results indicate that our proposed method
achieves competitive or superior performance compared to
the TPT method.

The performance of different hand-crafted prompts.
Because the choice of prompts affects the performance, we
select several different prompts and measured their impact
on performance in Figure 1. In this figure, the specific con-
tent corresponding to hand-crafted prompt is as follows:

* P1: ”a photo of a”.

* P2: ”an image of a”.

* P3: ”a picture of a”.

* P4: a colorful photo of a”.

* P5: ”a colorful image of a”.

* P6: "a colorful picture of a”.

* P7: ”a noisy photo of a”.

* P8: ”anoisy image of a”.

* P9: "a noisy picture of a”.

As we can see, no matter how prompts are chosen, our

method can consistently improve performance as shown in
Figure 1.



Dataset Methods | Noise | Blur Weather | Digital | Av
> ’ | Gauss.  Shot  Impul. | Defoc. Glass Motion Zoom | Snow  Frost Fog Brit. | Contr. Elastic  Pixel —JPEG | &
Source 50.03 61.74 78.59 85.46 54.26 77.15 81.57 81.01 81.13 86.60 88.92 87.11 80.27 75.18 69.51 | 75.90
+0.00 4000 =+£0.00| +000 +£000 +£0.00 =+£0.00|+000 +£0.00 £0.00 =£0.00 | +£0.00 =£0.00 =40.00 =0.00
TPT 52.86 63.32 78.97 85.25 53.95 77.06 81.35 81.18 81.02 86.49 88.67 87.70 80.75 75.98 69.82 | 76.29
CIFAR10-C(S=3) +0.17 +£0.10 +£0.10 | £0.11 +0.16 +0.14 +£0.06 | £0.12 +0.14 +£0.07 £0.07 | £0.08 £0.19 +0.18 +0.10
TPT-Continual 10.04 10.10 10.11 10.21 10.03 10.10 10.11 10.16 10.19 10.27 10.28 10.19 10.16 10.11 10.09 | 10.15
+0.03 +£008 +£0.04| +012 +002 £004 £0.03|+012 +£0.07 £0.10 =£0.10 | £0.07 £0.06 +001 +0.03
ADAPROMPT 5450 6492 81.36 | 87.69 5929 7852 8429 | 84.52 84.60 89.10 91.53 | 89.28 8346 81.54 72.67 | 79.15
+053 +105 +£037 | £024 +£055 +£049 £0.18 | £048 +£033 £028 £0.19 | £036 £038 +082 +0.74
Source 38.00 43.14 56.70 72.88 42.59 70.96 74.66 74.74 78.40  71.66 85.00 63.00 55.40 48.09 60.30 | 62.37
+0.00 +£000 +£0.00| +000 +£000 +£0.00 =+£0.00|+000 +£000 £0.00 =£0.00 | £0.00 £0.00 =000 =0.00
TPT 40.08 44.74 59.08 72.10  43.18 70.14 74.89 75.32 78.33 72.54 85.12 70.80 57.10 5224 61.55 | 63.81
CIFAR10-C(S=5) +015 +£008 +£020| +0.13 +£022 +£0.07 =£0.11 | +0.12 £021 £0.11 £0.11 | £0.08 =£0.16 021 +£0.07
TPT-Continual 10.01 10.04 10.06 10.09 10.03 10.15 10.08 10.14 10.13 10.17 10.18 10.09 10.04 10.06 10.07 | 10.09
+002 +£002 +£003| +005 +004 +£004 £004 | +011 +£0.08 £0.10 £0.07 | £0.03 £0.02 £002 +0.04
ADAPROMPT 4248 4789 6059 | 7498 47.51 7254 7830 | 7826 80.19 73.14 88.06 | 6795 58.88 5721 63.83 | 66.12
+046 +055 +0.85| +£038 +128 +0.13 +£1.06 | +1.11 +£056 +£08 +£030| +£046 £1.05 +193 +0.83
Source 27.81 33.81 47.30 60.10 29.35 48.69 56.08 53.90 53.12 60.77 64.88 59.77 52.53 51.09 39.68 | 49.26
+0.00 +£000 +£0.00| +000 +£000 +£0.00 +£0.00|+000 +£000 £0.00 =£0.00 | £0.00 £0.00 =000 =0.00
TPT 25.54 3222 47.63 60.55 29.21 48.86 55.96 55.41 53.89 61.64 65.39 61.18 53.43 51.94  40.17 | 49.54
CIFAR100-C(S=3) +0.11 +£016 £0.15| £0.16 +0.15 +£023 +020| +022 £009 +020 £008 | £0.11 +0.17 £0.18 =+0.10
TPT-Continual 1.02 1.06 1.06 1.11 1.03 1.05 1.07 1.13 1.12 1.12 1.15 1.13 1.09 1.08 1.06 1.09
+£001 £003 £002|+007 £001 001 004 | £006 =£003 £003 =£003|+006 +007 +002 =£0.03
ADAPROMPT 28.61 3530 5051 | 60.54 30.38 49.69 5722 | 56.34 55.05 6133  66.64 | 61.58 5501 5329 4240 | 50.93
+030 +050 +0.84 | £029 +025 +£048 +£044 | +£057 £031 £050 £022| £029 £042 +030 =+0.27
Source 19.60 21.36 25.31 42.52 20.06 43.15 47.89 48.35 49.72 41.64 57.02 34.54 29.21 23.94 3246 | 35.78
£000 £000 =£0.00|+000 £000 +£000 +£0.00|+£000 =£000 =£000 =£0.00| +000 000 =000 =£0.00
TPT 17.31 19.04 2565 | 4273 1997  42.63 4812 | 49.19 5043 4271 5758 | 38.06 30.05 2515 3243 | 36.07
CIFAR100-C(S=5) +0.06 +0.16 =£0.07 | £005 +£009 =£0.10 £0.15|+015 £020 £0.19 =£0.14 | £0.10 £0.18 +021 =+0.19
TPT-Continual 1.01 1.02 1.03 1.07 1.02 1.05 1.10 1.05 1.10 1.07 1.11 1.05 1.04 1.03 1.05 1.05
+0.01 +£001 =+£0.01 | £004 £001 =£0.02 =£0.05|+002 £006 =£004 =£002| £0.02 £002 +001 =+£0.02
ADAPROMPT 2192 2395 30.06 43.07 2091 42.46 48.72 48.95 50.89 4245 59.07 36.84  30.56 27.50 3429 | 37.44
+015 +£021 +£052| +£121 +£030 =+064 +0.80 | +054 +£0.62 £039 £078 | £039 £061 +057 =053
Table 2: Detailed results of CIFAR-C datasets with corruption level 3 and 5
Methods \ Noise | Blur Weather | Digital | Av
| Gauss.  Shot  Impul. | Defoc. Glass Motion Zoom | Snow  Frost Fog Brit. | Contr. Elastic  Pixel ~ JPEG | &
Source 1572 2344 1747 | 3243  11.88 3197 3099 | 29.69 3298 3581 4395 | 2256 38.14 2638  37.54 | 28.73
+0.00 £0.00 +£000 ]| £000 £+£000 £000 =££0.00| +£000 £0.00 +£000 =£0.00| £0.00 +0.00 =£0.00 =£0.00
TPT 1629 2386 17.58 | 3265 1251 3231 3157 | 3090 3325 3636 4362 | 2300 3874 2772 3756 | 29.20
+0.17 £009 £003| £0.13 +£0.08 =+015 £022| +£006 =£008 +0.14 £0.11 | £0.15 =£0.14 +0.19 =£0.14
TPLContinual | 052 052 052 | 058 052 054 054 | 055 055 058 060 | 052 058 055 064 | 055
+001 £0.01 +£0.01| £004 £001 =£003 =£002|+£003 £002 £003 +£0.03| £00l =£002 +£0.02 =+0.06
ADAPROMPT 17.52 2647 20.76 | 3439 1445 3398 3332 | 32.82 3630 3797 46.80 | 2552 40.78 2942  40.72 | 3142
+020 +£037 +£027| £039 £035 +£041 £027 | £035 +£029 +£034 +046 | £0.18 £037 +£023 041

Table 3: Detailed results of TinyImageNet-C datasets with corruption level 3



