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Topic

Representation and learning of long-term memory is a fundamental problem confronted in machine 

learning to sequential data.

largely limited to heuristic tools



Long-term Memory & Long-range Dependency

Output, Label for 
classification or regression

Input, Observations,
or Sequential data

Predictor, Learning Models, 
or Neural Networks

Predictor 𝒇 learns the “rules” or 
patterns from observations 𝒙, 𝒚 .

Linear, Kernel, Long-term Memory, 
etc.

The long-term memory of the concerned model is 

closely related to the long-range dependency of 

the data.

Auto-Regressive Moving Average (ARMA) model



Long-range Dependency

Auto-correlation exponential decays, not at polynomials.

Intuitively,

First, strengthen the model. Second, develop the 
measure.

- Clear formulation or specification.
RNN, LSTM, and their variants  X

- Complex enough. - Polynomial correlation.

Besides, for reality.

- Long-range dependency.

- Non-stationarity.

- Aperiodic spectrum.



ARISE: ApeRIodic SEmi-parametric Process

Part I: Parametric Integrated Process Part II: Aperiodic Spectrum Estimation

where



Parametric Integrated Process

Invers
e

has the power and potential of mimicking the data 
with long-range dependency.

𝒅 is called memory parameter.



Solving the Memory Parameter

A trivial solution way: maximum likelihood estimation.

G indicates the covariance matrix.

Highlights:

𝑓𝑋 is consistent, correspondingly,

𝜀𝑡 is weakly-stationary.

otherwise, 𝜀𝑡 must be Gaussian.



Aperiodic Spectrum Estimation

Spectrum Density Estimation for 𝑓𝑋.

Parametric:
DFT and FFT.

Semi-Parametric:
windows functions, taper function, and kernel smooth.

Non-parametric:
Wavelet (via threshold): plug-in estimation of the variance 
and log-transformation of the periodogram.

Inconsistent.

Inconsistent.

Consistent, provide appropriate thresholds.

Basis functionThreshold function (soft or hard)

Threshold

Key Idea: local weighted 𝑙1 norms of the 
periodogram.



Recall ARISE Process



Theoretical Guarantee

Theorem 1 establishes the consistency of ෠𝐺ASE, including a guarantee that 
෠𝐺ASE has the near-optimal rate of mean-square convergence and a consistent 

approximation in probability. There optimal rate of mean-square convergence, 

alternatively known as minimax rate is 𝑇−2𝑛/(2𝑛+1).



Theoretical Guarantee

Theorem 2 establishes the consistency and asymptotic normality of መ𝑑ASE.

Notice that both Theorems 1 and 2 hold without Periodogram and Gaussianity assumptions.



Brief Summary

Both Theorems 1 and 2 hold without Periodogram and Gaussianity assumptions.

Part I: Parametric Integrated Process Part II: Aperiodic Spectrum Estimation

- Long-range dependency.

- Non-stationarity.

- Aperiodic spectrum.

Characteristics of Data:

Solved by Part I about modeling.

Solved by Part II about handling time 
series.

- Near-optimal convergence.

- Consistency.

- Asymptotic normality .

Theoretical Guarantee:



此处是用 ARISE-AR(1) 生成的数据, 图中的 H=d+1/2.

H>0.5时, 
抖动小,
具有长趋势.

H<0.5时, 
抖动非常大，
剧烈震荡.



Generalized ARISE Models

Next, we proceed to develop some generalized formations of the ARISE process.

ARISE-ARMA(p,d,q):
ARMA(p,q)

ARISE-Θ(p,d,q):
Machine learning model



Investigation as the Memorability Indicator

Long Dependency



Latent State-Space Model for Inference and Forecasting

𝐗𝑡−1 𝐗𝑡 𝐗𝑡+1

𝒉𝑡−1 𝒉𝑡 𝒉𝑡+1

𝝐𝑡−1 𝝐𝑡 𝝐𝑡+1

𝐀𝐑𝐈𝐒𝐄 (𝒑, 𝒅, 𝒒)

(𝐖, 𝐕) (𝐖, 𝐕) (𝐖, 𝐕)

𝐔 𝐔 𝐔𝐌𝐨𝐝𝐞𝐥 𝒇

Observations

Source Signals



Summary

Something not mentioned:
- Proof for Theorems 1 and 2, corresponding Monte-Carlo study
- Developed model for inference and forecasting
- Retrieve some physical systems, such as the Lorenz attractor
- Hyper-parameters, training methods, and techniques
- Computational Complexity

Shao-Qun Zhang and Zhi-Hua Zhou. ARISE: ApeRIodic SEmi-parametric Process for Efficient 
Markets without Periodogram and Gaussianity Assumptions. 2021. [arXiv:2111.06222]

Thank you !
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