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Neural networks learning

Neural Network Learning = Neural Network Model        + Learning Algorithm

e.g., BP algorithmNeuron Model      + Network Architecture

e.g., feed-forward e.g., recurrent
MP Neuron Model, 1943

extensively studiedlittle explored



Spiking neuron model

Alan L. Hodgkin

(1914 – 1998)

1963 Nobel Prize

Andrew F. Huxley

(1917 – 2012)

1963 Nobel Prize

spiking neuron model

Leaky Integrate-and-Fire equation (LIF)

Louis Lapicque

(1866 – 1952)

Marcelle Lapicque

(1873 – 1960)

denotes the "leak" term
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Two key issues:

• Theoretical Understandings

• Killer Applications

Potentials:

• Sparse computation

• Event-driven

• Temporal representation



Investigation from dynamical systems

multiply 𝑢 on both sides

denotes the integral of motion 𝑢2.

energy function

energy estimation

theorem



Bifurcation

energy derivative energy increases
(扩散系统)

energy unchanged
(保守系统)

energy decreases
(耗散系统)

Theorem 1. Given the initial condition 𝑢0 = 0, the 

dynamical system led by one layer of LIF neurons 

is a bifurcation dynamical system, and 𝜏𝑚 is the 

corresponding bifurcation hyper-parameter.

An improper setting of 𝜏𝑚 will disable 

the possibility of proper learning.

Before learning, one can hardly

know how to set a proper 𝜏𝑚.

relies on 𝜏𝑚,

not on connection weight 𝑤𝑖



To make the bifurcation hyper-parameter adaptive

 Gradient-based approach LIF solution:

entangled

 Zero-order approach

succeeds on an apposite initialization and larger computation and storage

➢ Alternating gradient optimization

➢ Pack 𝜏𝑚 and 𝑤𝑖 as one parameter

Gradients:

easy to fall into the problems of 

gradient explosion and vanishing

integration on the time interval 

lack of convergence guarantee



Our solution: Introducing the mutual promotion

mutual promotion 

between neurons

 employs the self-connection structure

BSNN (Bifurcation Spiking Neural Network)

 leaves learnable connection weights 

and mutual promotion parameters



BSNN (Bifurcation Spiking Neural Network)

energy derivative

allow gradient calculation

hyper-parameter 𝜏𝑚 + learnable matrix 𝝀

?

Theorem 2. If the bifurcation parameters      are all great 

than 0, there are at most 2𝑛−1 bifurcation solutions, 

where 𝑛 is the number of hidden spiking neurons. 

BSNN is calculable and has enough 

solutions to be adaptive to data/environment.

SRM-based

training

algorithms

enough solutions

upper bound: 2𝑛−1

lower bound: Ω( 𝑛 + 1 2 ln(𝑛 + 1))



在基准任务上表现优越！



上述结论首次证明了脉冲神经元模型的数理功能和计算优势！
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Thank you !

Q & A

You can find the detailed proofs and codes 

on the Homepage of Shao-Qun Zhang. 

Contact me by email at zhangsq@lamda.nju.edu.cn

http://www.lamda.nju.edu.cn/zhangsq/#about
mailto:zhangsq@lamda.nju.edu.cn

