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Environments

OCO Framework and Regret

Online Convex Optimization

 (Static) Regret

Learner

[Zinkevich, 2003]
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Non-
stationarity

♠ path-length bound
♠ temporal variability bound

Adaptivity

♠ variance bound
♠ gradient variation bound 
♠ predictable sequences bound

Adaptivity and Non-stationarity

 Adaptivity: exploit benign environments while safeguard worst-case guarantee

 Non-stationarity: competing with dynamic comparators

Dynamic regret:

Q: Can we exploit adaptivity in non-stationary environments?
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Fully Adaptive Bound
 Fully adaptive bound [Jadbabaie et al., 2015]: combining adaptivity with non-stationarity

 AOMD [Jadbabaie et al., 2015]: a doubling trick based method

non-convex!

A simple and computationally 

efficient online algorithm,

 enjoys fully adaptive bound;

 avoids non-convex program.
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Optimistic Mirror Descent
 OptimisticMD: online mirror descent with an extra gradient step to exploit 𝑀𝑀𝑡𝑡

 Path-length Bound [Lemma 1]

 Temporal Variability Bound [Lemma 2]

Δ∗ is a constant relative to 𝐷𝐷𝑇𝑇 ,𝑉𝑉𝑇𝑇 and 𝑇𝑇.

𝐷𝐷𝑇𝑇 ,𝐶𝐶𝑇𝑇 are unknown in advance!

Q: how to tune the step size?

𝐷𝐷𝑇𝑇 ,𝑉𝑉𝑇𝑇 are unknown
in advance!

[Rakhlin and Sridharan, 2013]: 
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 Running OptimisticMDs with multiple step sizes and aggregating the predictions 

 Base algorithm (OptimisticMDs): there exists a base algorithm enjoys
♠ path-length:

♠ temporal variability:

 Master algorithm: we design a novel algorithm based on Optimistic Hedge
♠ regret w.r.t. any base algorithm:

Master-Base aggregation

…𝜂𝜂1 𝜂𝜂2 𝜂𝜂𝑁𝑁𝜂𝜂𝑁𝑁−1
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+

Algorithm

track

 Our algorithm does not involve non-convex optimization problem solving

 We further accelerate the algorithm by reducing the gradient querying times to 1

Fully adaptive bound
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Experiments

 Effectiveness:

Non-stationarity (Figure a): Ours ≈AOMD > OMD

Adaptivity (Figure c):Better quality of 𝑀𝑀𝑡𝑡, greater performance.

 Efficiency

Running time (Figure b): 24 seconds for our algorithm while around 6 hours for AOMD
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Summary

We design a computationally efficient method with the fully adaptive 

dynamic regret bound.

Our method is based on the master-base framework, and a novel master 

algorithm is carefully designed to achieve the compatible bound.

Empirical results validate the effectiveness and efficiency. 

Thanks！
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