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Outline
• OGD and Hedge

• Online Mirror Descent: View I

• Online Mirror Descent: View II

• Follow-the-Regularized-Leader (FTRL)
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PEA vs. OCO

PEA is a special case
of OCO!

Prediction with Expert Advice

Online Convex Optimization
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Deploying OGD to PEA
• PEA is a special case of OCO:

Why not directly deploy OGD (proposed in last lecture) to address PEA?

Regret guarantee: 
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Deploying OGD to PEA
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Deploying OGD to PEA
• PEA is a special case of OCO:

Why not directly deploy OGD (proposed in last lecture) to address PEA?

Regret guarantee: 
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Why OGD Fails for PEA
• PEA has a special structure whereas general OCO doesn’t have.

Convex Problem

Lower Bound: 

Domain:

Online function:

PEA Problem

Lower Bound: 

Domain:

Online function:
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Why OGD Fails for PEA
• Remember that for the general OCO, we linearized the function 

to analyze the first gradient descent lemma:

(Pythagoras Theorem)

(GD)

• So, linearized loss is not the essence, but the simplex domain of 
the PEA problem is worthy specifically considering.
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• Recall that for general OCO, we update the model as follows:

Why OGD Fails for PEA

Ball Simplex

A ball is too pessimistic (loose)
to measure a simplex!

• In PEA, is it proper to use 2-norm (ball) to measure distance?

General Online Convex Optimization
Proximal type update:OGD: 
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• Recall that for general OCO, we update the model as follows:

Why OGD Fails for PEA

General Online Convex Optimization
Proximal type update:OGD: 

• In PEA, is it proper to use 2-norm (ball) to measure distance?

We need to find an alternative distance measure
for the special structure in PEA.
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Reinvent Hedge Algorithm

• Intuitively, for Euclidean space, 2-norm is the most natural measure:

We need to find an alternative distance measure
for the special structure in PEA.

• For PEA problem
▪ the decision can be viewed as a distribution within the simplex
▪ for two distributions P and Q, KL divergence is a natural measure:
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Reinvent Hedge Algorithm

Proof.

(definition of KL divergence)
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Proof
Proof. (definition of KL divergence)
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Reinvent Hedge Algorithm
• Proximal update rule for OGD:

• Proximal update rule for Hedge:

• More possibility: changing the distance measure to a more general 
form using Bregman divergence
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Online Mirror Descent Framework

Online Mirror Descent
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Online Mirror Descent Framework

• Bregman divergence measures the difference 
of a function and its linear approximation.

• Using second-order Taylor expansion, we know
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Online Mirror Descent Framework
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Online Mirror Descent Framework
• Our previous mentioned algorithms can all be covered by OMD.

OGD for 
convex

OGD for 
strongly c.

ONS for 
exp-concave
Hedge for 

PEA

OMD form
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Online Mirror Descent Framework

Online Mirror Descent
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General Analysis Framework for OMD

For simplicity, consider the fixed step size version, we then have the following regret.
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OMD Analysis

Proof.

term (a) term (b)

We will introduce two lemmas to bound term (a) and term (b), respectively.
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OMD Analysis

We introduce the following stability lemma to analyze term (a):

Proof.

term (a) term (b)
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Stability Lemma

Proof.
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Stability Lemma

(1)

Proof.
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Stability Lemma

(2)

Proof.
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Stability Lemma

(2)

(1)

(Hölder’s inequality)

Proof.



Lecture 8. OMD and FTRLAdvanced Optimization (Fall 2022) 27

OMD Analysis

We further introduce following lemma to analyze term (b).

Crucial for analysis of first-order optimization methods based on Bregman divergence.

Proof.

term (a) term (b)
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Bregman Proximal Inequality

Proof.
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Bregman Proximal Inequality

Proof.
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OMD Analysis
Proof.

term (a) term (b)

(negative term,
usually dropped)
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A Comparison of Different Methods
• Mirror Descent Lemma of OMD:

• First Gradient Lemma of OGD:

• First Gradient Lemma of ONS:
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General Analysis Framework for OMD

Using Lemma 1, we can easily prove the following regret bound for OMD.
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General Analysis Framework for OMD

Proof.
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General Analysis Framework for OMD

With this generic theorem, it will become straight-forward to recover previous results.
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OMD Implication: Recovering OGD
Algorithm. With Theorem 3, it is straightforward to recover OGD:

OGD for convex

Regret Analysis.
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OMD Implication: Recovering Hedge
Algorithm. With Theorem 3, it is straightforward to recover Hegde:

Hedge for PEA

Regret Analysis.
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Another View for Mirror Descent
• Gradient Descent (GD) Method

but this simply does not make sense for general non-Euclidean space…
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Mirror Map

gradient step

projection
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Mirror Map
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Another View for Mirror Descent

(definition of Bregman divergence)

Proof.
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Another View for Mirror Descent

Proof.
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Another View for Mirror Descent

Proof.

(definition of Bregman divergence)
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Mirror Map

equivalent
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Mirror Map

equivalent
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Mirror Map

equivalent
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Mirror Descent: history bits

A. S. Nemirovski (1947 - D. B. Yudin (1919 - 2006)

A.S. Nemirovski, D.B. Yudin, Problem Complexity and Method Efficiency 
in Optimization. Wiley-Interscience Series in Discrete Mathematics (A 
Wiley-Interscience Publication/Wiley, New York, 1983)
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Another OCO Framework: FTRL
• Recall: Follow the Leader (FTL)

FTL Idea: Select the expert that performs best so far, namely,

a natural idea: adding regularizers to stabilize the algorithm.

• But, FTL is (highly) sub-optimal due to its unstable nature.
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Another OCO Framework: FTRL

Follow The Regularized Leader (FTRL)

a natural idea: adding regularizers to stabilize the algorithm.
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General Analysis of FTRL

(range term)

(stability term)
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General Analysis of FTRL

(range term)

(stability term)

(negative term)
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General Analysis of FTRL
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General Analysis of FTRL

• The stability term is crucial for regret analysis
• We will explain why it’s called stability term later

(range term)

(stability term)
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FTRL Stability

Proof.

(strongly 
convexity)
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FTRL Stability

Proof.

(Hölder’s inequality)
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Regret Bound for FTRL

Proof. (range term)

(stability term)
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Regret Bound for FTRL

Proof.
(stability)
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Common Form for FTRL Regret
• FTRL updates by
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FTRL can be equivalent to OMD
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FTRL vs. OMD: Equal Condition

Proof. For OMD, taking the gradient and setting it to 0 will lead to:

On the other hand, for FTRL, setting the gradient to zero will lead to:
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FTRL as Dual Averaging
• Mirror Descent

• Dual Averaging (lazy mirror descent)

averaging updates in dual space

this is the FTRL update
(consider fixed step size for 

simplicity)
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FTRL as Dual Averaging

Lin Xiao. Dual Averaging Method for Regularized
Stochastic Learning and Online Optimization. NIPS 2009.

Y. Nesterov. Primal-dual subgradient
methods for convex problems, 2005.
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Yurii Nesterov
1956 –

UCLouvain, Belgium
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FTRL vs. OMD
• FTRL and OMD framework can recover different OCO methods.

• They share many similarities in both algorithm and regret, but 
they are fundamentally different in essence.
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FTRL vs. OMD: Update Styles
• OMD update style:

→ OMD only depends on the last iteration (only keep the last result)

• FTRL update style:

→ FTRL is more informative (keep all the history data) and more sensitive



Lecture 8. OMD and FTRLAdvanced Optimization (Fall 2022) 65

FTRL vs. OMD: Regret Bound
• OMD Regret:

• FTRL Regret:
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Summary

Q & A
Thanks!
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