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Review: Hedge Algorithm

Hedge Algorithm

FTL update Hedge update
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Review: OMD Framework

OMD updates:

Proof.

term (a) term (b)
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Review: OMD Analysis
Proof Lemma1.

term (a) term (b)

(negative term,
crucial in this Lec)
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General Analysis Framework for OMD

Using Lemma 1, we can easily prove the following regret bound for OMD.
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Online Mirror Descent Framework
• Our previous mentioned algorithms can all be covered by OMD.

OGD for 
convex

OGD for 
strongly c.

ONS for 
exp-concave
Hedge for 

PEA

OMD form
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Beyond Worst-Case Analysis
• All above regret guarantees hold against the worst case

• Matching the minimax optimal
• The environment is adversarial

oblivious adversary

examination interview

adaptive adversary

We are after some more adaptive guarantees.

• However, in practice:
• Not always deal with ‘worst-case’ scenario
• Environments can follow specific patterns: gradual change, periodicity…
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Beyond Worst-Case Analysis
• Beyond the worst-case analysis, achieving more adaptive results.

• (1) adaptivity: achieving better guarantee in easy problem instance;

• (2) robustness: maintaining the same worst-case guarantee.
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Outline
• Adaptive methods for PEA

• Small-Loss bound

• A unified framework for OCO: Optimistic OMD
• Small-Loss bound
• Gradient-Variance bound
• Gradient-Variation bounds
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Small-loss Bounds for PEA
• Let’s first review previous minimax regret result.

• Ideally, we want to enjoy a smaller regret in easier situations.
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Small-loss Bounds for PEA
• Let’s first review previous minimax regret result.

• What if there exists an excellent expert?
• Goal: can we achieve a ‘small-loss’ bound? i.e.,
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Small-loss Bounds for PEA
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Small-loss Bounds for PEA
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Review: Potential-based Proof
Proof.
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Review: Potential-based Proof
Proof.
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Improved Analysis for Small-loss Bound

Proof.
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Improved Analysis for Small-loss Bound
Proof.

(rearrange)
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Question: is this algorithm legitimate?

Improved Analysis for Small-loss Bound

Luckily, we can fix it by the self-confident tuning framework.
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Self-confident Tuning

Adaptive Hedge updateHedge update
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Self-confident Tuning
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Self-confident Tuning: Proof

Proof.
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Self-confident Tuning: Proof

Proof.
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Self-confident Tuning: Proof

Proof.

(telescoping)
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Self-confident Tuning: Proof

Proof.
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Self-confident Tuning: Proof

Proof. From the potential-based proof, we already know that

How to bound this term?
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Self-confident Tuning Lemma

The two lemmas are useful for analyzing algorithms with self-confident tuning.
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Self-confident Tuning Lemma: Proof

Proof.
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Self-confident Tuning Lemma: Proof

Proof.



Lecture 9. Adaptive Online Convex OptimizationAdvanced Optimization (Fall 2022) 29

Self-confident Tuning Lemma: Proof

Proof.
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Self-confident Tuning Lemma: Proof

Proof.
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Self-confident Tuning Lemma: Proof

Proof.

(Lemma 1)
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Small-loss bound for PEA: Proof

Proof. From previous potential-based proof, we already known that
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Small-loss bound for PEA: Proof

Proof.

(squaring 
both sides)
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Recall: Small-Loss Bound for PEA
• So far, we have obtained a PEA algorithm with small-loss bound.

• Can we further extend the result to more general OCO setting?
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Small Loss in General OCO Setting
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Self-bounding Property
• We require the following self-bounding property to ensure 

small-loss bounds for general OCO.

Proof.  
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Self-bounding Property
Proof.   

By the definition of the dual norm:
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Achieving Small-Loss Bound

Online Gradient Descent
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Achieving Small-Loss Bound

Online Gradient Descent
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Proof
Proof.  

(self-confident tuning lemma)

(self-bounding property)
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Proof
Proof.  
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Remember how we solve the similar problem in PEA:

Proof.  

Proof
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Towards a Unified Framework
• Previous small-loss bounds seem to be ad-hoc designed.

• Is there a unified framework to get all adaptive bounds?

OMD updates:

• Review OMD Update:

What if we some prior knowledge of the environments?
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• Intuition: what if we some prior knowledge of the environments?

Optimistic Online Learning

We can ‘guess’ the next move.

?
Fri.Mon. Tues. Wed. Thurs.

Guess: It still seems to rain
on Friday

• To formalize the idea, we treat ‘guess’ as a hint of future gradients
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Optimistic OMD: Algorithmic Framework
• We formulate this intuition as the following two-step update:

Optimistic Online Mirror Descent
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Optimistic OMD: Generic Analysis

• Note that for standard OMD, the negative term is usually dropped.

• In Optimistic OMD, the negative term can be crucial for adaptive regret guarantee.

(negative term)

(telescoping term)

(quality of guess)
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Optimistic OMD: Generic Analysis

Proof.  (convexity)

(negative term)

(telescoping term)

(quality of guess)
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Proof of Optimistic OMD Regret
Proof.  

For term (a), we use the stability lemma.
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Proof of Optimistic OMD Regret
Proof.  

For term (b), we adopt the Bregman Proximal lemma.
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Proof of Optimistic OMD Regret
Proof.  

For term (c), we also adopt the Bregman Proximal lemma.
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Proof of Optimistic OMD Regret
Proof.  

Put the three terms together, we can finish the proof.
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Optimistic OMD: Generic Analysis

(negative term)

(telescoping term)

(quality of guess)
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Example: Optimistic OGD (with fixed step size)

(negative term)

(telescoping term)

(quality of guess)
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Example: Optimistic OGD (with fixed step size)

(negative term)(quality of guess)

which is not available)

 self-confident tuning
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Optimistic OMD: Applications
• Small-Loss Bound

• Gradient-Variance Bound

• Gradient-Variation Bound
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Optimistic OMD: Applications
• Small-Loss Bound

• Gradient-Variance Bound

• Gradient-Variation Bound
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Achieving Small-Loss Bound
• Recall the guarantee of optimistic OGD:
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Achieving Small-Loss Bound
• Employing the self-bounding property of smooth and non-

negative functions
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Achieving Small-Loss Bound

Remember how we solve the similar problem in PEA:
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Achieving Small-Loss Bound
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Achieving Small-Loss Bound
Proof.  

For term (a), 

(self-confident tuning lemma)

(self-bounding property)
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Achieving Small-Loss Bound
Proof.  



Lecture 9. Adaptive Online Convex OptimizationAdvanced Optimization (Fall 2022) 63

Achieving Small-Loss Bound

Remember how we solve the similar problem in PEA:

Proof.  
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Optimistic OMD: Applications
• Small-Loss Bound

• Gradient-Variance Bound

• Gradient-Variation Bound
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Achieving Gradient-Variance Bound

e.g. SGD (sampled from a set of data)
e.g. Classification (sampled from training set)
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Achieving Gradient-Variance Bound

Optimistic Online Mirror Descent

Question:
How to choose Mt?
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Achieving Gradient-Variance Bound

Optimistic Online Mirror Descent
Mt choose to be 

confident estimation
of gradient mean:
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Achieving Gradient-Variance Bound

Proof.  

(negative term)
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Achieving Gradient-Variance Bound
Proof.  For term (a), 
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Achieving Gradient-Variance Bound
Proof.  
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Achieving Gradient-Variance Bound
Proof.  We then analyze term (b) in the same way as before:



Lecture 9. Adaptive Online Convex OptimizationAdvanced Optimization (Fall 2022) 72

Achieving Gradient-Variance Bound
Proof.  Finally, put three terms together:
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Optimistic OMD: Applications
• Small-Loss Bound

• Gradient-Variance Bound

• Gradient-Variation Bound
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Recall: L-smooth Function
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• Adaptivity: it can be small in slowly changing environments.
• Robustness: 

Gradient-Variation Bound

Gradient variation characterizes online functions’ shifting rate.
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Gradient-Variation Bound

e.g., age forecasting by portraits

Implicit assumption:
Gradient (online function) shifts slowly
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Optimistic OMD for Gradient-Variation Bound
Optimistic Online Mirror Descent

Question: How to choose 𝑀𝑀𝑡𝑡?

Imposing a prior on the change of the online functions

setting 𝑀𝑀𝑡𝑡 as the last-round gradient
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Optimistic OMD for Gradient-Variation Bound
Optimistic Online Mirror Descent

Optimistic OMD for Gradient-Variation Bound
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Gradient-Variation Bound

Proof.  

(negative term)
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Proof of Gradient-Variation Bound
Proof.  For term 1, 
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Proof of Gradient-Variation Bound
Proof.  For term 1, 
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Proof of Gradient-Variation Bound
Proof.  

This term depends on our algorithm,
how to deal with it?
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Proof of Gradient-Variation Bound
Proof.  We then analysis term (b),
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Proof of Gradient-Variation Bound
Proof.  For the term (c), we have
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Proof of Gradient-Variation Bound
Proof.  For the term (c), we have

Does this term look familiar?
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Proof of Gradient-Variation Bound
Proof.  Finally, put three terms together:
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Proof of Gradient-Variation Bound
Proof.  Finally, put three terms together:
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Comparison

Assumption(s) Setting of 
Optimism

Adaptive 
Regret Bound

Small-loss 
Bound

L-Smooth +
Non-negative

Variance 
Bound —

Variation 
Bound L-Smooth

Different priors are imposed by designing 
suitable 𝑀𝑀𝑡𝑡 for specific environments.
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Recovering Gradient-Variance Bound

By using algorithm for gradient-variation Bound (OMD with ):
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Recovering Small-Loss Bound

(self-bounding property)

By using algorithm for gradient-variation Bound (OMD with ):
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Variation-type Bounds: History Bits

Extracting Certainty from Uncertainty: Regret 
Bounded by Variation in Costs. COLT 2008.

Online Optimization with Gradual 
Variations. COLT 2012.

COLT 2012
best student paper award
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Summary

Q & A
Thanks!
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