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Outline
• Two-player Zero-sum Games

• Minimax Theorem

• Repeated Play

• Faster Convergence via Adaptivity
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Classic Game: Rock-Paper-Scissors game
• Rock-Paper-Scissors game

• Strategy

Rock   Paper  Scissors

Rock

Paper

Scissors
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Two-Player Zero-Sum Games
• Terminology Rock   Paper  Scissors

Rock

Paper

Scissors
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Two-Player Zero-Sum Games
• The protocol:

•  
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Nash Equilibrium
• What is a desired state for the two players in games? 

Does the Nash equilibrium always exist for zero-sum games?
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Minimax Strategy and Maximin Strategy
• minimax strategy

• maximin strategy
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Minimax Strategy and Maximin Strategy
• A natural consequence

Intuition: there should be no 
disadvantage of playing second

Proof:

(def) (def)
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Von Neumann’s Minimax Theorem
• For two-player zero-sum games, it is kind of surprising that the 

reverse direction is also true and thus minimax equals to maximin.

The original proof relies on a fixed-point theorem (which is highly non-trivial). 

Here gives a simple and constructive proof by running an online learning algo.
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Connection with Online Learning
• Recall the OCO framework, regret notion, and the history bits.
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Repeated Play
• It is often that a game is repeatedly played for many times

assume a gradient feedback
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Repeated Play
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Repeated Play
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Repeated Play

(1)

(2)
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Repeated Play

(1) (2)
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Minimax Solution and Nash equilibrium 

• Relationship beween Nash equilibrium and minimax solution.
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Proof

• (Nash ⇒ minimax solution)

(Nash) (Nash)

By Von Neumann’s minimax theorem, the above inequality is in fact an equality. 

• (minimax solution ⇒ Nash)

(minimax) (minimax)

By Von Neumann’s minimax theorem, the above inequality is in fact an equality. 

Proof: 



Lecture 10. Online Learning in GamesAdvanced Optimization (Fall 2023) 18

Minimax Solution and Nash equilibrium 
• Relationship beween Nash equilibrium and minimax solution

Since the minximax solution always exists, by Theorem 2, Nash equilibrium 
also always exists in the two-player zero-sum games.

• Existence of Nash equilibrium
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Nash Equilibrium Calculation
• How to compute an approximate a Nash equilibrium?
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Nash Equilibrium Calculation
• How to compute an approximate a Nash equilibrium?

From the previous analysis, we know that the algorithm ensures:
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Nash Equilibrium Calculation
• How to compute an approximate a Nash equilibrium?

From the previous analysis, we know that the algorithm ensures:
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Faster Convergence via Gradient Variation

Yes! We can use the Optimistic Online Mirror Descent of the last lecture.

(negative term)

Gradient Variation
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Faster Convergence via Gradient Variation

Yes! We can use the Optimistic Online Mirror Descent of the last lecture.
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Recap: negative terms in gradient variation
Optimistic OMD for Gradient-Variation Bound
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Gradient-Variation Bound
Proof.  

(negative term)
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Proof of Gradient-Variation Bound
Proof.  Finally, putting three terms together yields
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History bits: Game Theory
• John von Neumann

John von Neumann
1903-1957

John von Neumann was a Hungarian 

mathematician. By 26, he had already published 32 

papers. He has been credited with founding game 

theory based on a paper he wrote in 1928. In 1944, 

he wrote, alongside Oskar Morgestern, the seminal 

book Theory of Games and Economic Behavior.
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History bits: Game Theory
• John Forbes Nash Jr.

John Forbes Nash Jr.
1928-2015

John Forbes Nash Jr., American mathematician who 

was awarded the 1994 Nobel Prize for Economics.

He submitted a paper to the Proceedings of 

the National Academy of Sciences in 1949, 

where he proved that an equilibrium exists 

in every game.
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He is a mathematical genius.

History bits: Game Theory
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History bits: Online Learning in Games
• Yoav Freund & Robert Schapire

Yoav Freund and Robert Schapire’s 

seminal paper in 1999 reveals the 

fundamental relationship between 

game theory and online learning, 

specifically, ‘‘a simple proof of the 

min-max theorem’’. Yoav Freund
1961-now

Robert Schapire
1963-now

Reference: Y. Freund and R. Schapire. Adaptive Game Playing Using Multiplicative Weights. Games and Economic Behavior, 1999.
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History bits: Prediction with Expert Advice 

Reference: Y. Freund and R. Schapire. A Decision-Theoretic Generalization of On-Line Learning and an Application to Boosting. JCSS 1997.

Robert SchapireYoav Freund 

Goldel Prize 2003

This paper introduced AdaBoost, an 
adaptive  algorithm to  improve  the 
accuracy of  hypotheses in machine 
learning. The algorithm demonstrated 
novel possibilities in analyzing data and 
is a permanent contribution to science 
even beyond computer science.
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History bits: Online Learning in Games

Optimization, learning, and games 
with predictable sequences. NIPS 2013.

Fast convergence of regularized 
learning in games. NIPS 2015.

NIPS 2015
 best paper award
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Summary

Q & A
Thanks!


