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Outline
• Multi-Armed Bandits
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• LinUCB Algorithm
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Stochastic Multi-Armed Bandit (MAB)
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Stochastic MAB: Formulation

• The goal is to minimize the (pseudo)-regret:
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• Stochastic MAB is a special case of Adversarial MAB

Deploying Exp3 to Stochastic MAB

Directly deploying Exp3 for stochastic MAB achieves

Not yet exploit benign stochastic assumption…. instance-dependent analysis
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Regret Decomposition
• For stochastic MAB, a natural characterization of the arms:

• Regret can be reformulated as  
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A Natural Solution
• Explore-then-Exploit (ETE):
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Proof of ETE Regret Bound  
Proof.

ExploitationExploration
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Proof of ETE Regret Bound  
Proof.
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Issue of ETE

• Need to tune

Solution: do explore and exploit adaptively.



Lecture 12. Stochastic BanditsAdvanced Optimization (Fall 2023) 11

Upper Confidence Bound
• ETE

Relying on the estimate of the previous      rounds. 
There is no way to revise the estimate!
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Upper Confidence Bound
• UCB
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Upper Confidence Bound
• UCB
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Upper Confidence Bound
• UCB
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Upper Confidence Bound
• UCB



Lecture 12. Stochastic BanditsAdvanced Optimization (Fall 2023) 16

Upper Confidence Bound
• UCB
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Upper Confidence Bound
• UCB
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Upper Confidence Bound
• UCB
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Upper Confidence Bound
• UCB

A large UCB means uncertainty or good arm.
Choosing the largest UCB means either exploring or exploiting.
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UCB Algorithm: Formulation

UCB Algorithm

• UCB construction: Hoeffding’s inequality

• Estimation: empirical average
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Construct UCB

Proof.
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UCB: Distribution-Dependent Bound

Proof.
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Proof of UCB Regret Bound
Proof.
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UCB: Distribution-Dependent Bound
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UCB: Distribution-Free Bound

Proof.



Lecture 12. Stochastic BanditsAdvanced Optimization (Fall 2023) 26

Upper Bound and Lower Bound
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• A ubiquitous problem in real life:

• Each arm represent a book and has side information;
• Arm set could be very large or even infinite.

Stochastic Linear Bandits
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Stochastic LB: Formulation

Arm set

Model

Regret

Multi-Armed Bandits Linear Bandits
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• Linear Bandits is a special case of MAB with infinite arm:

 

Deploying UCB to Linear Bandits

Why not directly deploy UCB to address Linear Bandits?

Not yet exploit the addition contextual feature information…
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LinUCB Algorithm: Formulation 

LinUCB Algorithm

• Estimation: regularized least square (linear regression)
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LinUCB Algorithm

Learning History
Regularized Least Square Estimator

Optimism in Face of Uncertainty



Lecture 12. Stochastic BanditsAdvanced Optimization (Fall 2023) 32

• UCB for stochastic MAB

• UCB for stochastic LB (LinUCB)
• More information can be used to estimate expected reward.

LinUCB Algorithm

UCB estimation LinUCB estimation
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Construct UCB

Proof.
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Proof of Estimation Error Bound
Proof.
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Self-Normalized Concentration
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Proof of Estimation Error Bound
Proof.
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Proof of Estimation Error Bound
Proof.
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LinUCB: Regret Bound

Proof.
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LinUCB: Regret Bound
Proof.
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LinUCB: Regret Bound
Proof.
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Yasin Abbasi-Yadkori, David Pal, and Csaba Szepesvari. 
Improved algorithms for linear stochastic bandits. 
In Advances in Neural Information Processing Systems 
24 (NIPS), pages 2312–2320, 2011.
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Self-Normalized Processes: Limit 
theory and Statistical Applications
Victor H. de la Pena, Tze Leung Lai, 

and Qi-Man Shao
Probability and Its Applications 

Series. Springer. 2009.
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• Generalized linear model:
•   

• GLM-UCB

Generalized Linear Bandits (GLB)

Maximum quasi-likelihood estimator

Estimator
Models
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• Best of adversarial MAB:

• Best of stochastic MAB:

Advanced Topic: Best of Both Worlds

• UCB: can get almost linear regret under adversarial setting.

• Exp3: can’t have adaptive regret bound in stochastic case.1

Can one algorithm achieve the best of both worlds, without knowing 
whether the world is stochastic or adversarial?

Using OMD with Tsallis entropy regularizer.

Reference: Julian Zimmert, Yevgeny Seldin. An Optimal Algorithm 
for Stochastic and Adversarial Bandits. AISTATS 2019. 

http://proceedings.mlr.press/v89/zimmert19a/zimmert19a.pdf
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Advanced Topic: Bayesian Optimization

ICML 2020 ten-year 

Test of Time Award!

Gaussian Process Optimization in the Bandit Setting: No Regret 
and Experimental Design. ICML 2010. 

Linear bandits in RKHS

https://icml.cc/Conferences/2010/papers/422.pdf
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Advanced Topic: Linear MDPs

Yu-Xiang Wang’s course CS292F Lecture 10 Exploration IV: Linear MDP

https://sites.cs.ucsb.edu/~yuxiangw/classes/RLCourse-2021Spring/Lectures/Exploration_LinearMDP.pdf
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History bits
• Bandit problems were introduced for the clinical trial design by William R. 

Thompson in an article published in 1933 [Thompson, 1933].

• Thompson Sampling (TS) was originally described in this paper but has 
been largely ignored by the artificial intelligence community.

• TS was subsequently rediscovered numerous times independently in the 
context of reinforcement learning. 
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History bits
• Bandit problems were later formally restated in a short but influential 

paper [Robbins, 1952] and further developed in [Lai and Robbins, 1985].

Herbert Ellis Robbins (1915 -- 2001)

H. Robbins. Some aspects of the 
sequential design of experiments. 
Bulletin of the American Mathematical 
Society, 58(5):527–535, 1952.
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History bits
• Techniques developed in bandit problems have been applied in many 

areas, including machine learning, statistics, operational research, and 
information theory [Bubeck and Cesa-Bianchi, 2012; Slivkins, 2019; 
Lattimore and Szepesvári, 2020].
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Summary


