A.1 Pseudo code of Q^2-learning

We apply Q^2-learning to continuous state and action spaces as shown in Alg. 1. The overall procedure is similar to TD3 (Fujimoto, Hoof, and Meger 2018). The interval update of the actor is borrowed from it. Noticeably, the way we compute \( D_c \) and \( D_\phi \) for every pair of states follows (Castro 2020). According to Alg. 1, the size of the matrix formed by our batch of samples is \( N \times 1 \), where we suppose the state is one-dimensional feature. We “square” the matrix to get a new one whose size is \( N^2 \times 1 \). Each state in this new matrix appears twice. We use this squared version matrix to compute \( D_c \) and \( D_\phi \) for every pair, which means that all computations are performed on matrices without looping. Thanks to efficient computing power of GPU to matrices, this process does not consume a lot of time.

Algorithm 1: Q^2-learning for continuous action space

1: Initialize \( D_{SA}^c \) critic \( \phi \), target network \( \hat{\phi} \), \( D_{SA}^\phi \) actor \( \psi \)
2: for \( t = 1 \) to \( T \) do
3: Sample \( N \) transitions (\( x, a, r', x' \)) from \( B \)
4: Compute \( D_c(x, y) \) and \( D_\phi(x', y') \) for every pair of states
5: Update the \( D_{SA}^c \) critic by \( \phi \leftarrow \phi - \alpha \nabla_\phi L_\phi \)
6: if \( t \) mod actor_update_interval == 0 then
7: Compute \( D_\phi(x, y) \) for every pair of states
8: Update the \( D_{SA}^\phi \) actor by \( \hat{\psi} \leftarrow \hat{\psi} - \gamma \nabla_\psi L_\psi \)
9: Update the target network by \( \hat{\phi} \leftarrow \tau \hat{\phi} + (1 - \tau)\psi \)
10: end if
11: end for

When applied to RL, the detailed learning procedure is shown in Alg. 2. The reason why we can concurrently update the encoder in line 8 is that the input of \( D \) is given by the output of the encoder, which corresponds to the gradient backprop problem discussed in Section 3.5. For buffer data collection, we use actions computed from Q-head rather than D-head to interact with environments. Additionally, once we combine Q^2-learning with RL algorithms, the inherent exploration problem in Q^2-learning has no need to be dealt with separately. This is because we can directly regard the policy that an RL algorithm is learning as the “behavioral policy” in Q^2-learning.

Algorithm 2: Policy training with Q^2-learning

1: Initialize encoder network \( E_\theta \), target network \( \hat{E}_\tilde{\theta} \), Q-value network \( Q_\theta \), target network \( \hat{Q}_\tilde{\theta} \), critic \( D_\phi \), target network \( \hat{D}_\phi \), \( D_{SA}^c \) critic \( D_{SA}^\phi \), target network \( \hat{D}_{SA}^\phi \), policy network \( \pi_\omega \), replay buffer \( B \), temperature coefficient \( \alpha \), and target entropy \( \tilde{H} \)
2: for \( t = 1 \) to \( T \) do
3: Sample \( N \) transitions (\( o, a, r', o' \)) from \( B \)
4: Encode observations into latent states: \( x = E_\theta(o) \), \( \tilde{x}' = E_\tilde{\theta}(o') \) (the corresponding reward is denoted as \( r_\theta \))
5: Update the Q-value network and the encoder by \( \theta \leftarrow \theta - \alpha \nabla_\theta L_\theta \)
6: Update the policy network by \( \omega \leftarrow \omega - \alpha \nabla_\omega L_\omega \)
7: Adjust the temperature coefficient by \( \alpha \leftarrow \alpha - \lambda_\alpha \nabla_\alpha (\alpha \log \pi_\omega(x) - \alpha \tilde{H}) \)
8: Update \( D_{\phi} \), \( \hat{D}_{\phi} \), and \( D_\phi \) according to Alg. 1 and the encoder concurrently by \( \phi \leftarrow \phi - \alpha \nabla_\phi L_\phi \)
9: Update the target network by \( \hat{\phi} \leftarrow \tau \hat{\phi} + (1 - \tau)\phi \)
10: end for

minimized to train them:

\[
L_\psi = \mathbb{E}_{(x, a, x') \sim B} \left[ \left( \left| \phi'(x, a) - \phi'(y, b) \right| \right) - \left| r_\theta(y') - r_\theta(y) \right| - \gamma \left| \phi'(x') - \phi'(y') \right| \right]_1 - \varepsilon \gamma \left( \left| \phi'(x') - \phi'(y') \right| \right)_1^2,
\]

\[
L_\psi = \mathbb{E}_{x \sim \mathcal{D}} \left[ \left( \left| \phi'(x) - \phi(y) \right| \right) - \gamma \left( \left| \phi'(x) - \phi(y) \right| \right)_1^2 \right],
\]

where \( \phi'(x) \) is the target network and its parameters, \( \phi'(x) \) means that gradients will not pass through \( \phi'(x) \), and the policy \( \pi \) is learnt online. Thus, it is still not a completely policy-independent behavioral metric. The reason why we maintain a parameterized function \( D_{\phi} \) for \( D_{SA}^c \) is to track the bootstrapped estimate of the TD target for \( D_{SA}^c \). Though in principle there is no need to do this, as the target could be estimated directly from \( D_{\phi} \) with respect to the current policy, we find it can bring more stable and efficient learning process. Similar approaches were also adopted in (Haarnoja et al. 2018; Dadashi et al. 2021).

B Proofs

B.1 Proof of Lemma 3.1

Proof. The case of Eq. 3 has been proven in previous work (Kemertas and Aumentado-Armstrong 2021). As for Eq. 4, the proof is straightforward as:

\[
D^\pi(x, y) = \left| r_x^\pi - r_y^\pi \right| + \gamma \mathbb{E}_{x' \sim p_x^\pi} \mathbb{E}_{y' \sim p_y^\pi} \left[ D^\pi(x', y') \right] 
\]

\[
\leq \sup_{x, y} \left| r_x^\pi - r_y^\pi \right| + \gamma \text{diam}(x; D^\pi), \forall (x, y) \in \mathcal{X}.
\]

Then, \( \text{diam}(x; D^\pi) = \sup_{x, y} D^\pi(x, y) \leq \sup_{x, y} \left| r_x^\pi - r_y^\pi \right| + \gamma \text{diam}(x; D^\pi) \leq \frac{1}{1 - \gamma} \sup_{x, y} \left| r_x^\pi - r_y^\pi \right|.
\]

\[\square\]
B.2 Proof of Lemma 3.3

Proof.

\[ D^{*}_{\pi}(x, y) = \max_{a \in \mathcal{A}} [r^a_x - r^a_y] + \gamma \mathbb{E}_{x' \sim P_{x^{'}, y}} \max_{a' \in \mathcal{A}} D^{*}_{\pi}(x', y') \]
\leq [r^a_x - r^a_y] + \gamma \mathbb{D}(x; D^{*}_{\pi}), (x, y) \in \mathcal{X}.

Then, \( \mathbb{D}(\mathcal{X}; D^{*}_{\pi}) = \sup_{x, y} D^{*}_{\pi}(x, y) \leq \frac{1}{1-\gamma} |r^a_x - r^a_y| \).

\[ \square \]

B.3 Proof of Proposition 3.4

Proof. The proof is by induction. We define value iteration sequence \( \{Q^n\} \) for all state-action pairs \((x, a) \in \mathbb{R}^{X \times A}\). The initial one \( Q^0(x, a) = 0 \) \( \forall (x, a) \). It is obvious that \( |Q^n(x, a) - Q^0(y, b)| \leq D^*_A([x, a], [y, b]) \). Assume that \( |Q^n(x, a) - Q^0(y, b)| \leq D^*_A([x, a], [y, b]) \), we now check the case \( n + 1 \):

\[ |Q^{n+1}(x, a) - Q^{n+1}(y, b)| = |r^a_x - r^a_y + \gamma \mathbb{E}_{x' \sim P_{x^{'}, y}} \max_{a' \in \mathcal{A}} Q^n(x', a')| - \max_{b' \in \mathcal{B}} Q^n(y', b')| \]
\leq |r^a_x - r^a_y| + \gamma \mathbb{E}_{x' \sim P_{x^{'}, y}} \max_{a' \in \mathcal{A}} |Q^n(x', a') - Q^n(y', a')| \leq |r^a_x - r^a_y| + \gamma \max_{b' \in \mathcal{B}}|Q^n(x', a')|
\leq |r^a_x - r^a_y| + \gamma \mathbb{E}_{x' \sim P_{x^{'}, y}} \max_{a' \in \mathcal{A}} D^*_A([x', a'], [y', b']) \leq D^*_A([x, a], [y, b]).

The penultimate inequality is due to the fact that \( |\max f(x) - \max g(x)| \leq \max |f(x) - g(x)| \). The last inequality is the use of induction hypothesis. The limit of sequence \( \{Q^n\} \) is \( Q^* \), so we have \( |Q^*(x, a) - Q^*(y, b)| \leq D^*_A([x, a], [y, b]). \)

B.4 Proof of Proposition 3.5

Proof. Let \( D^*_A, D'^*_A \in \mathbb{R}^{X \times A} \), and \((x, a), (y, b) \in \mathcal{X} \times \mathcal{A} \), there is:

\[ |F_C(D^*_A)([x, a], [y, b]) - F_C(D'^*_A)([x, a], [y, b])| = \gamma \max_{a' \in \mathcal{A}} D^*_A([x, a'], [y, a']) - \max_{a' \in \mathcal{A}} D'^*_A([x, a'], [y, a']) \leq \gamma \max_{a' \in \mathcal{A}} D^*_A([x, a'], [y, a']) - \min_{a' \in \mathcal{A}} D'^*_A([x, a'], [y, a']) \]
\leq \gamma \max_{a' \in \mathcal{A}} D^*_A([x, a'], [y, a']) - \max_{a' \in \mathcal{A}} D'^*_A([x, a'], [y, a']) \leq \gamma \|D^*_A - D'^*_A\|_{\infty}.

Since this holds for any state-action pair in \( \mathbb{R}^{X \times A} \), we have that \( \|F_C(D^*_A) - F_C(D'^*_A)\|_{\infty} \leq \gamma \|D^*_A - D'^*_A\|_{\infty} \).

And \( \gamma < 1 \), so \( F_C \) is a contraction mapping.

\[ \square \]

B.5 Proof of Lemma 3.8

Proof. Given a base MDP \( \mathcal{M} = (X, A, P, r, \gamma) \), we construct an auxiliary MDP \( \mathcal{M}^{\gamma} = (\hat{X}, \hat{A}, \hat{P}, \hat{r}, \gamma) \), where \( \hat{X} = X \times X, \hat{A} = A \times A, \hat{P}_{x, y} = P_{P_x P_y}, \) and \( r_{\hat{x}} = \hat{r}(x, a, (y, b) = |r^a_x - r^b_y| \) for every \( \hat{x} = (x, y) \), \( \hat{x}' = (x', y') \in \hat{X} \), and \( \hat{a} = (a, b) \in \hat{A} \), where \( x, y, y' \in X \) and \( a, b \in A \). There is:

\[ F_C(D^*_A)([x, a], [y, b]) = |r^a_x - r^b_y| + \gamma \max_{a'} D^*_A([x', a'], [y', a']) \]
\leq |r^a_x - r^b_y| + \gamma \max_{a'} D^*_A([x', a'], [y', a']) = |r^a_x - r^b_y| + \gamma \max_{a'} D^*_A([x', a'], [y', a']) = F_C(D^*_A)([y, b], [x, a]).

\[ \square \]
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\( F_0 \) is the original performance of DBC is achieved, they are still lower returns on Cheetah-Run. It should be noticed that even if the original performance of DBC is achieved, they are still lower than that of \( Q^2 \)-learning to keep consistent. There is only exception. On Cartpole-Swingup_sparse, we set this coefficient to \( 1 \times 10^{-5} \), which is the same as used in the MICo source code. The reasons are: a) for equal weight, both MICo and our method cannot learn effectively; and b) it can be an evidence that our method can also benefit from the adjustment of this coefficient.

All methods use the following training hyperparameters:

- Observation size: 84
- Frame stack : 3
- Action repeat: 4 for Cheetah-Run and Cartpole-Swingup_sparse, 8 for Pendulum-Swingup, 2 for others
- Discount factor \( \gamma \): 0.99
- Initial steps: 1000
- Replay buffer size: \( 10^6 \)
- Batch size: 128
- Critic’s learning rate \( \lambda_c \): \( 3 \times 10^{-4} \)
- Actor’s learning rate \( \lambda_a \): \( 3 \times 10^{-4} \)
- Actor log STD bounds: \([-10, 2]\)
- Alpha’s learning rate \( \lambda_\alpha \): \( 1 \times 10^{-4} \)
- Encoder’s learning rate \( \lambda_\phi \): \( 3 \times 10^{-4} \)
- Initial temperature \( \alpha_\theta \): 0.1
- Critic’s and Encoder’s soft update rate \( \tau \): 0.005
- Optimizer: Adam

\[ F_C(D_{SA})([x, a], [y, b]) \]
\[ = |r^a_x - r^b_y| + \gamma \max_{a'} D_{SA}([x', a'], [y', a']) \]
\[ \leq |r^a_x - r^c_z| + |r^c_z - r^b_y| + \gamma \max_{a', a''} D_{SA}([x', a'], [z', a'']) + D_{SA}([z', a''], [y', a'']) \]
\[ \leq |r^a_x - r^c_z| + \gamma \max_{a', a''} D_{SA}([x', a'], [z', a'']) + |r^c_z - r^y| + \gamma \max_{a''} D_{SA}([y', a''], [z', a'']) \]
\[ = F_C(D_{SA})([x, a], [z, c]) + F_C(D_{SA})([z, c], [y, b]). \]

So the statement is satisfied. And then according to Corollary 3.6, repeated execution of the operator \( F_C \) makes \( D_{SA} \) converge to the fixed point \( D^*_{SA} \). So starting from a function that is zero everywhere, the fixed point of \( F_C \), i.e., \( D^*_{SA} \), is a pseudometric.

## C Implementation Details for DeepMind Control Suite

Our encoder network is based on (Yarats et al. 2021), and modified a little bit for faster training speed according to (Stooke et al. 2021). The encoder has 4 convolution layers with 3 × 3 kernels, and the strides are all set to 2 except the last layer. The activation function is ReLU except the last layer, which is tanh instead. The output of encoder is a 50-dimensional vector.

The hidden layer of SAC’s Q-value function and its corresponding actor function is a fully-connected layer with 1024 neurons. The hidden layer of the \( D^*_{SA} \) critic and actor functions is also a fully-connected layer with 1024 neurons, and the output dimension of the \( D^*_{SA} \) critic is 32. The learning rates of these two functions are the same as that of encoder. The \texttt{actor_update_interval} is shown in Alg. 1 is 1 for all tasks except for the Finger-Spin and Walker-walk, in which the hyperparameter is 2. The transition model used in DBC methods is the same as the one in the original paper. For DBC, the way to compute the \( D_x \) and \( D_0 \) mentioned in Appendix A is also adopted in other-metric methods to compute corresponding distances between every pair of states.

We implement all algorithms based on PyTorch (Paszke et al. 2019). Main experiments are run on NVIDIA GeForce RTX 2080 Ti with 11GB memory. For faster training speed and fitting our machine memory, we choose smaller batch size than (Zhang et al. 2021) used in their source code and correspondingly scale down the learning rate linearly referring to (Goyal et al. 2017). For a fair comparison, we keep these common training hyperparameters consistent across all methods. So the results of DBC are slightly inconsistent with the results in the original paper. Specifically, we obtain lower returns on Walker-Walk while achieving higher returns on Cheetah-Run. It should be noticed that even if the original performance of DBC is achieved, they are still lower than that of \( Q^2 \)-learning. See Figs. 13 and 14 for detailed results.

The coefficient used in MICo to compute the distance is 0.1, the same as in the original paper. Original MICo also sets a weight coefficient to balance representation loss and policy loss, however, we argue that a robust method should be insensitive to such a coefficient, which means that we don’t need to tune it carefully, thus we just treat these two losses equally, which is also adopted in \( Q^2 \)-learning to keep consistent.
D Additional Experiment Results

D.1 Per-task Performance Comparisons

We test the performance in low data regime of 500K environment steps for each task. The episodic return is evaluated every 8K environment steps. The term episodic return is the sum of the undiscounted rewards the agent collect in one episode. We obtain this value by averaging 10 episodes. The environment step is the actual time steps of the simulator (Laskin, Srinivas, and Abbeel 2020). Per-task results of the clean background and the clutter background are shown in Figs. 13 and 14, respectively.

In the clean setting, other methods cannot guarantee to improve the performance of the baseline SAC and even worse than it on some tasks, e.g., MICo on Finger-Spin. This phenomenon is also reflected in MICo’s original paper. However, Q²-learning breaks the dilemma. It consistently improves SAC’s performance on all tested tasks and what’s more, it can achieve the highest return even if other methods can be good at those tasks. In terms of sample efficiency, Q²-learning also performs better than others on most tasks.

In the clutter setting, Q²-learning still stays competitive against other methods on most tasks. Though DBC and DBC-normed are more sample efficient on Cheetah-Run and Finger-Spin, Q²-learning achieves the closest performance at the end of 500K steps compared to MICo and SAC. However, Q²-learning fails on Cartpole-Swingup_sparse, which is a sparse reward task. We guess the reason behind it is that reward sparsity plus complex distractors increase the optimization difficulty of deterministic policy gradient, on which Q²-learning highly relies on, resulting in poor encoder learning consequently. We leave the sparse reward challenge for metric-based methods as a future work.

According to (Agarwal et al. 2021), we additionally use the optimality gap, the amount by which a method fails to meet a desired score (here is 1.00), to summarize the final performance, as shown in Fig. 15. Computing this uses all runs across tasks.

One more thing to illustrate is that the vanilla SAC we implemented is much better than the one in previous papers (e.g., (Yarats et al. 2021)), which we guess is because we have a different training setup. That is, after the initial data collection phase (using a random policy), we only update models once, while the code provided by previous papers will update them many times, which may cause heavy privacy bias (Nikishin et al. 2022) and negatively affecting the rest of the learning process.

D.2 Per-task Results of Ablations

In Fig. 16, we display per-task results of four algorithms, including two ablation methods of Q²-learning. Q²-learning-a cannot work effectively. MICo-SA is comparable to MICo on most tasks. It shows that only considering policy-independent state similarity or policy-dependent state-action similarity cannot bring about significant performance gain.

Figure 13: Performance comparison on the DeepMind control tasks with the clean background. 10 random seeds are used. The shaded areas are 95% stratified bootstrap CIs.

Figure 14: Performance comparison on the DeepMind control tasks with the clutter background. 10 random seeds are used. The shaded areas are 95% stratified bootstrap CIs.

Figure 15: The optimality gap on the 500K-th step. Interval estimates show 95% stratified bootstrap CIs.
Figure 16: Per-task performance of variants of different algorithms. 10 seeds are used. The shaded areas are 95% CIs.
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